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Executive Summary

This paper critically examines the widely held view that the U.S. economy is today operating at close to potential. The paper makes five core arguments. First, GDP remains well below both the long-run trend and the level predicted by forecasters a decade ago. In 2016, real per capita GDP was 10 percent below the Congressional Budget Office’s (CBO) 2006 forecast, and shows no signs of returning to the predicted level. Second, the fall in the employment-population ratio over the past decade is not due to demographics. At most, 40 percent can be attributed to the aging population, while the remainder represents declining employment rates within age groups, particularly younger ones. Third, the exceptionally slow productivity growth of the past decade can be understood as the result of weak demand, including the equally exceptionally weak growth of investment spending. Fourth, while individual pieces of the macroeconomic picture might seem to have supply-side explanations, the overall picture is difficult to square with a story of exogenous fall in the economy’s productive potential. This combination of weak output growth, low inflation, slow wage growth and low interest rates is a textbook result of a negative demand shock, but is much harder to square with a fall in supply. And fifth, under current conditions, the costs of underestimating potential output are much greater than the costs of overestimating it. Under current conditions, higher inflation and a rising wage share are arguably desirable; or at least should be considered much less costly than the stagnant incomes, underemployment and waste of productive resources that will result from underestimating potential output.
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Introduction and overview

A central question guiding macroeconomic policy is how close the economy is to potential, or the maximum amount that can be produced given the existing labor force, real resources and productive capabilities.

When output is below potential, the economy is demand-constrained: spending more money—whether by households, businesses or government—will result in more people being employed, and more goods and services being produced. But once potential is surpassed, supply constraints become more important—output cannot be raised further unless the real productive capacity of the economy is increased. As a result, attempts to further raise spending will be increasingly stymied by bottlenecks and shortages, and will result only in “overheating” and inflation, along with a redistribution of income toward the scarce factors of production. More output and employment are almost always considered good things by policymakers, while inflation is invariably considered a bad thing. The task of macroeconomic policy is to keep the level of aggregate spending, or demand, just in line with the economy’s potential output. Concretely: When the Federal Reserve (the Fed) thinks that gross domestic product (GDP) is well below potential, it lowers interest rates or takes other, unconventional actions to increase the supply of credit. When it thinks the economy is above potential, it raises rates or otherwise seeks to rein credit in.

If potential output could be directly measured, macroeconomic policy would still involve challenges, but at least it would not be hard to agree on the general direction of policy. Unfortunately, there is no way to measure potential, or even a clear standard for how it should be measured in principle. In practice, it is defined by a number of different measures and concepts. While these measures are sometimes in broad agreement, they sometimes conflict, and therefore can be defined and interpreted in different ways. The result is that at times, like today, the state of the economy may look very different to different observers. Where some see an economy in serious danger of overheating and in need of a firm application of the brakes, others see an economy that has barely recovered from the Great Recession and remains far from its full potential. Right now this debate is most pressing at the Fed, whose leadership must decide whether to raise interest rates and unwind the

---

**Demand:** Demand is defined as the aggregate spending in an economy, meaning all spending by households, businesses and government. An increase in demand means higher desired spending at a given level of income.

---

1 We will briefly return in the final section to the question of whether this fear of inflation is justified, at least in present conditions.
measures it took to stabilize the financial system in 2008-2009. But it should be a concern for anyone involved in macroeconomic policy debates. A whole range of policies—from tax cuts to Medicaid expansion—look quite different in an economy that needs more demand, than in one that is already running at full capacity.

Unfortunately, there is no way to measure potential, or even a clear standard for how it should be measured in principle ... Where some see an economy in serious danger of overheating and in need of a firm application of the brakes, others see an economy that has barely recovered from the Great Recession and remains far from its full potential.

POTENTIAL OUTPUT MAY HAVE DIFFERENT MEANINGS WHEN WE CONSIDER SHORTER OR LONGER PERIODS.

For our purposes, it is important to distinguish between three concepts of potential, which we will call short run, medium run and long run. Short run potential is the level of output consistent with low, stable inflation. Once spending rises above this level, we expect to see inflation that is rising and/or above the level desired by policymakers. Conceptually, this is the level at which attempts by households, businesses and governments to buy more begin to encounter significant supply constraints. Short run potential corresponds to a normal level of measured unemployment, though not to “full employment” in the sense that everyone who is willing and able to work has a job. Medium term potential is the maximum level of output that will eventually be reached simply by increased demand, or spending. The distinction matters if we believe that the economy is characterized by hysteresis—that is, by adjustment of productive capacity to demand conditions. In a world without hysteresis, short run and medium run inflation would be the same: once supply constraints are reached, additional spending can only drive up prices, not output. But in a world with hysteresis, higher demand may eventually translate into greater productive capacity. A strong labor market with rising wages will draw more people into the workforce, and tight labor and product markets will encourage businesses to shift toward more productive, capital-intensive products and techniques. In this case, higher demand may initially lead to rising inflation, but the higher inflation will be temporary as increased demand eventually
leads to increased supply. Finally, long run potential can be thought of as the maximum level of output consistent with the underlying technical facts of population, technology, natural resources and so on. Reaching this higher level of output may require additional policy interventions beyond simply increased expenditures. These three definitions are often not distinguished in practice. In particular, most of the widely used macroeconomic models assume that the economy’s productive capacity develops independently of the level of spending. In that case, there would be no difference between what we are calling short run and medium run potential. But in the current setting, where hysteresis is important, it is crucial to distinguish them. If increased demand does produce higher inflation, that does not mean that it can no longer raise output or that continued high demand would lead to higher inflation indefinitely.

**The goal of macroeconomic policy is not to avoid inflation at any cost, but rather to strike the best possible balance between rising living standards, full employment, price stability and other objectives.**

In this paper, we are concerned with medium term potential. We aim to answer the question of whether there is space for increased demand to raise output. Throughout the paper, the term “potential” is, unless otherwise noted, used in this sense. It is possible, though not certain, that continued strong demand will soon lead inflation to rise over 2 percent—that is, the economy is indeed close to reaching its short run potential. As we argue in Section 4.2, higher inflation is not necessarily a bad thing for the U.S. at this moment. But in any case, this should not be the focus of debate. The goal of macroeconomic policy is not to avoid inflation at any cost, but rather to strike the best possible balance between rising living standards, full employment, price stability and other objectives. The critical question for policymakers today—at the Fed in particular—is whether strong demand could substantially raise output and employment. If the answer is affirmative, there is a strong case for sustaining expansionary policy, whether or not there is some higher inflation along the way.
Changes in short run potential output as a result of demand are increasingly recognized in the form of “hysteresis.”

The idea that recessions, or weak demand in general, can have lasting effects on the economy’s productive potential is often referred to as “hysteresis.” The textbook view sees demand and supply evolving independently—demand depends on households and businesses’ decisions about how much to spend out of their income, a consideration influenced by factors like interest rates; while supply depends on factors like labor force growth and technological change, which are not affected by current spending decisions. Advocates of hysteresis argue that the two can’t be so neatly separated—changes in spending can have lasting effects on the economy’s productive capacities. Hysteresis may explain the failure of output to return to its earlier trend. As several economists at the New York Fed recently put it, “One interpretation of the listless recovery is that recessions inflict permanent damage on an economy’s productive capacity. For example, extended periods of high unemployment can lead to skill losses among workers, reducing human capital and lowering future output” (Acharya et al. 2016).

**Hysteresis may explain the failure of output to return to its earlier trend. As several economists at the New York Fed recently put it, “One interpretation of the listless recovery is that recessions inflict permanent damage on an economy’s productive capacity. For example, extended periods of high unemployment can lead to skill losses among workers, reducing human capital and lowering future output.”**

Hysteresis has clear implications for policy: It makes any shortfall of output from potential more costly than the reduced production in just that year:

“To the extent that hysteresis is present, it implies that deviations in output from its optimal level are much longer lasting and thus more costly than usually assumed. The implication is straightforward, namely that monetary policy should react more strongly to output movements, relative to inflation” (Blanchard, Cerutti and Summers 2015).


Or as the New York Fed economists put it, “Monetary policy rules that fare well in normal times can lead to pathological outcomes when faced with large shocks.” This is because if the authorities treat the damage done by the recession as a sign that the economy’s capacity is simply lower than believed, they will refuse to allow the strong expansion that could reverse the damage. In effect, a belief that hysteresis just reflects the “new normal” can be self-confirming. Instead, faced with hysteresis, the central bank should aim for a period of exceptionally strong demand, with levels of unemployment and wage growth that would normally be considered inflationary: “Just as recessions damage potential output, booms can repair it.”

**Faced with hysteresis, the central bank should aim for a period of exceptionally strong demand, with levels of unemployment and wage growth that would normally be considered inflationary: “Just as recessions damage potential output, booms can repair it.”**

Similar conclusions have been reached by a number of other economists who have studied the long-term effects of recessions, especially in Europe, where long-term growth rates have not been as stable as in the U.S. Laurence Ball, for instance, finds that a temporary period of elevated inflation can permanently raise GDP—exactly the opposite of the conventional view (Ball 2009). Along the same lines, DeLong and Summers (2012) show that if demand shortfalls have even modest persistent effects, expansionary fiscal policy can pay for itself via the higher growth it generates.

The most common version of the hysteresis story focuses on the labor market. In these cases, prolonged unemployment reduces workers’ ability and/or motivation to find a job. In Ball’s version, for instance, the main effect of hysteresis is to raise the “natural” or “non-accelerating rate of inflation” rate of unemployment—the minimum unemployment rate at which inflation is stable (Ball 2014). The idea is that after a deep recession, we may see rapid wage growth even while unemployment is still high, because the long-term unemployed are not easily employable, and so businesses must compete for the small pool of recently unemployed. If central banks see this as a reason to raise rates, they will in effect lock in the new, higher level of unemployment. But if demand remains strong, eventually the long-term unemployed will reconnect with the labor market and inflation will stabilize at a lower level of joblessness.

This version of the argument is very relevant for Europe, where the unemployment rates regarded as “natural” by the authorities are now much higher than before the recession: 10 percent, up from 7 percent in Italy; 17 percent, up from 10 percent in Greece; and 21 percent, up from 12 percent in Spain. It is hard to believe that a fifth of the Spanish workforce now
needs to be unemployed for prices to remain stable; it is much more natural to suppose that this apparent upward shift reflects disruptions to the labor market as a result of the country’s financial crisis and deep recession, which a period of strong growth could reverse.

In the U.S., however, measured unemployment is now close to its lowest point in the 2000s, making this version of the hysteresis argument inapplicable. It is true that labor force participation has declined since the recession, which could reflect similar factors. But even this explains only half of the deviation of GDP from its previous trend. The majority of the shortfall reflects a decline in output per worker, which doesn’t fit the standard hysteresis story. So when thinking about hysteresis in the current U.S. context, we need to consider a broader set of factors, as suggested by DeLong and Summers:

“A depressed economy is one in which many workers are without employment for an extended period. As a consequence, many see their skills, the networks they use to match themselves with vacancies in the labor market and their morale all decay. A depressed economy is also one in which investment is low, the capital stock is growing slowly if at all, and entrepreneurial exploration is low, and it is certainly possible that this deficit is not made up quickly” (DeLong and Summers 2012).

If a period of weak demand erodes skills and discourages investment and innovation, presumably a period of strong demand would do the opposite. Insofar as slow productivity growth reflects, at least in part, the continuing effect of the recession, as suggested by DeLong and Summers, there is more space for expansionary policy than conventional measures of potential would imply.

If a period of weak demand erodes skills and discourages investment and innovation, presumably a period of strong demand would do the opposite.

OPERATIONALIZING POTENTIAL: FULL EMPLOYMENT AND PRICE STABILITY

There has been a great deal of debate in recent years about which policy instruments should be used to close an output gap. This is a significant step forward from a decade ago, when the overwhelming consensus was that adjustments to a policy rate by a central bank could and should be the sole tool used to correct macroeconomic imbalances. But while there has been a new interest in unconventional monetary policy, and renewed interest in the use of fiscal policy to close output gaps, relatively less attention has been paid to the measurement and meaning of output gaps themselves.
Potential output may be defined as the maximum output achievable given the real resources (labor, technology, natural resources) available to the economy, or as the level of output consistent with stable inflation, the level of output corresponding to full employment, or the level of output to which the economy tends to converge over the long term as business cycle fluctuations average out. These different definitions may be equivalent in some economic models, and they may sometimes lead to similar practical assessments. But conceptually, they are distinct, and imply different approaches to measuring the gap between current and potential output.

For policy purposes, the two most important measures of whether output is at potential are full employment and price stability.

For policy purposes, the two most important measures of whether output is at potential are full employment and price stability. In theory, these measures are supposed to be equivalent—full employment is the minimum level of unemployment achievable without inflation accelerating past the central bank’s speed limit. In practice, inflation does often rise at the same time that unemployment falls, but not always, and not in strict proportion. The central bank must therefore consider both measures independently—a “dual mandate” that, in the U.S., is written into law.

The Fed defines price stability as 2 percent inflation. (Its preferred inflation measure is the Personal Consumption Expenditure deflator, or PCE, and not the more familiar Consumer Price Index, or CPI.) This 2 percent target, while widely shared by central banks around the world, is a relatively recent development. Until the 1990s, most central banks, including the Fed, pursued low inflation but did not set an explicit numerical target (Krugman

Potential output is often estimated as a smoothed version of actual GDP, using a Kalman, Hedrick-Prescott or other statistical filter. While this approach is conceptually straightforward, the actual results can be quite sensitive to the filter used and the choice of parameters (Akin, Kose and Ohnsorge 2014).
2014). Full employment is a fuzzier target; there is no explicit numerical definition, and estimates of the “natural” or “non-accelerating inflation” unemployment rate have varied widely over the years. But while there is no explicit target, members of the Federal Open Markets Committee (FOMC), the Fed’s governing body, do release estimates of the long-run unemployment rate toward which they expect the economy to converge. As of the most recent FOMC meeting, this ranges from 4.5 percent to 5 percent. This is a reasonable guide to what the current Fed leadership sees as full employment.

By these measures, as of the first quarter of 2017, the U.S. economy appears close to potential, if perhaps not quite there yet. As of January, annual PCE inflation stood at 1.9 percent, up from an average of 1.4 percent in 2016. This is the closest that inflation has gotten to the Fed’s target in almost five years. This was in part due to rising food and energy prices. With these volatile components stripped out, “core” inflation was only 1.7 percent.

As for unemployment, the headline unemployment rate had fallen to 4.7 percent, near the middle of the range considered by FOMC members as the normal, full-employment level. This is a fall of more than half from the 10 percent reached in October 2009, at the bottom of the Great Recession. Since then it has gradually fallen, reaching 5 percent in September 2015, and now 4.7 percent. This is still a bit above the 4.6 percent average unemployment for the year before the Great Recession, and a bit above the 4 percent that unemployment averaged in the year before the 2001 Recession. But by the headline measure, unemployment is clearly close to, if not quite at, the level considered by the Fed to be full employment.

While most economists continue to regard the pre-recession targets of 2 percent inflation and around 5 percent unemployment as appropriate goals for policy, a few have argued that under today’s conditions, significantly more expansionary policy is needed. For example, Laurence Ball argues, “The Fed should seek to push the unemployment rate well below 5 percent, at least temporarily. A likely side effect would be a temporary rise in inflation above the Fed’s target, but that outcome is acceptable” (Ball 2015). We will return to this question in Section 3.

**OUTLINE OF THE PAPER**

In this paper, we argue that the balance of evidence points to substantial additional space for expansionary policy. There is good reason to think that the economy does not yet face hard supply constraints—that increased spending could sustainably raise employment and output. Fully utilizing productive potential, we argue, requires a high-pressure economy—one in which aggregate demand is allowed to continued rising past what is currently seen as the full employment level.
The paper is organized as follows:

In the **first section**, we show that the recovery since 2009 is, in a sense, a statistical illusion. Output remains about 15 percent below the pre-recession trend, a larger gap than at the bottom of the recession. The apparent closing of the output gap is entirely due to downward revisions to estimated potential. As far as GDP is concerned, the ball has not moved forward, the goal has moved backward. This 15-point gap is about equally due to the declining share of the population employed, and to slower growth in output per worker.

*The recovery since 2009 is, in a sense, a statistical illusion. Output remains about 15 percent below the pre-recession trend, a larger gap than at the bottom of the recession. The apparent closing of the output gap is entirely due to downward revisions to estimated potential. As far as GDP is concerned, the ball has not moved forward, the goal has moved backward.*

In the **second section**, we challenge the widely held view that the decline in labor force participation is simply the result of an aging population. The decline in labor force participation cannot be directly explained by demographics.

In the **third section**, we suggest that slower productivity growth is most naturally explained by weak demand. While productivity is often treated as fully determined by an economy’s “endowments” of real resources and technology, there are many good reasons to expect strong demand to cause increased labor productivity. A number of lines of evidence support this interpretation of the productivity slowdown of the past decade, including the fact that the vast majority of industries have experienced slower productivity growth.

Finally, in the **fourth section**, we ask whether the economy as a whole looks like a case of overheating. On the contrary, we argue, while a myopic focus on one or another data series might support a story of binding supply constraints, the behavior of the economy as a whole is much more consistent with a situation of depressed demand—an extended recession. The overall picture also makes it unclear what actual danger is posed by overheating in the conventional sense. Most of the obvious costs of overheating—higher inflation; higher interest rates; a rising wage share—would be desirable under current circumstances.
Accepting that the economy has more room for expansionary policy does not, of course, imply endorsement for any particular route to increase spending. Higher public spending on foreign wars, immigration enforcement, environmentally destructive infrastructure projects, higher private spending by the wealthiest as a result of regressive tax cuts, or higher net exports as a result of an aggressive mercantilist trade policy would all boost aggregate demand. All, however, would also have grave social costs. But insofar as there is socially desirable spending that the government could undertake or encourage, we should not be deterred by the idea that the economy is already operating at maximum potential. Going forward, the problem of how to boost aggregate spending while meeting human needs should remain at the center of the policy agenda.

Insofar as there is socially desirable spending that the government could undertake or encourage, we should not be deterred by the idea that the economy is already operating at maximum potential. Going forward, the problem of how to boost aggregate spending while meeting human needs should remain at the center of the policy agenda.
IS HIGHER GDP NECESSARILY A GOOD THING?

While most economists and policymakers take it for granted that faster output growth is desirable, not everyone agrees. And indeed, there are valid reasons to be skeptical about the place growth occupies as the unquestioned goal of economic policy.

First, environmental resource constraints are real. To be sure, GDP measures the value placed on market purchases, and not any physical quantity. There is no necessary connection between the money payment associated with a given human activity and the demands it places on natural systems’ capacity to reproduce themselves. In principle, a given throughput of physical inputs can be associated with an arbitrarily high GDP. But in our economies as currently organized, there is a close connection between rising GDP and increased use of fossil fuels. This raises obvious concerns about the consequences of faster growth for climate change. It also means that a spike in oil prices may cut off faster growth.

Second, the gains of higher growth are not shared equally across the income distribution. The U.S. labor market is highly segmented, with certain groups—based on occupation, credentials, race, gender, geography or other factors—benefitting more from strong demand than others. It is possible that faster growth could encounter significant supply constraints (for example, rapid wage increases for workers with scarce skills) well before the gains reach less favored segments. Profit income is also more cyclical than wage income, so, in the short term, an acceleration of growth is likely to be associated with a shift in income toward capital owners. If we take these concerns seriously, they suggest that the focus should be on direct job creation programs for people left out of the private market, rather than policies to raise output across the board.

A third reason to be skeptical about growth as a political project is that higher GDP does not necessarily improve people’s wellbeing. There is no question that an increase of per-capita GDP from, say, $300 to $3,000 is almost invariably associated with a large improvement in welfare. This view is supported by a great deal of data on life expectancy, infant mortality, literacy and other direct measures of wellbeing. But the case is less clear-cut for a country that is already as rich as the United States. Both measures of human development and direct, survey-based measures of happiness suggest that by the time a country reaches the levels of per-capita income of the contemporary United States, the direct effects of further growth on wellbeing are weak and unreliable (Stiglitz et al. 2010).³

³ For the health evidence, see also Wilkinson and Pickett (2009). For an overview of the happiness survey evidence, see Alexander (2012).
Not everyone will accept these three arguments against the primacy of growth, of course. But we believe that even if one does not accept them, there are other, equally strong considerations that point toward a need for expansionary policy. We believe there is a progressive case for growth even if we accept a strong version of the claim that higher GDP does not directly improve welfare.

First, there is good reason to believe that, while the gains of growth are not spread evenly, a tight labor market has a strong tendency to raise wages, flatten the income distribution and increase the social power of working people more broadly. Over the short run, it is true, profits respond more strongly than wages to growth. But sustained high growth and low unemployment almost always pulls up wages disproportionately, especially at the bottom of the distribution. This was demonstrated in the U.S. most recently in the 1990s. This period saw both sustained above-trend GDP growth and below-trend unemployment, and the only sustained period of a flattening income distribution and rising wage share in the past 40 years. On a larger scale, the same principle was illustrated in the 1960s and 1970s when sustained low unemployment in the U.S., Western Europe and Japan was associated with a large shift of income and, just as importantly, political power and status, toward wage earners. There is a strong argument that the mass social movements of this period, even such apparently non-economic ones as feminism and gay rights, also got an important impetus from sustained labor market tightness.4

Second, the idea of a hard ceiling to potential output is an important part of the logic of scarcity that constrains the political imagination in much of the world today. If spending on public investment and income redistribution are good things on merit, the question becomes whether we can “afford” them. One good reason to think we can is that if the economy has unused productive potential, this applies in particular to the question of environmental constraints. While reducing carbon emissions may, in the long run, require curtailing certain forms of consumption (air travel, for instance), in the short run it will requires a major increase in public and private investment. If the economy is still far from potential, that strengthens the case for increased spending on green energy, building retrofits, smart grids, new energy-storage technology, less fuel-intensive land use patterns and so on.

Finally, low-productivity jobs and underemployment are generally less intrinsically rewarding, more tedious and often more physically taxing, less secure and enjoy less respect and status than productive jobs. So an argument that the economy is still far from potential is in part also an argument for better jobs for ordinary Americans.

SECTION ONE

What recovery?

In this section we argue that, by historical standards, the economy has not recovered from the 2008 financial crisis in terms of GDP. It is true that measured unemployment has returned to the level considered equivalent to full employment, and price inflation is close to—if still short of—the Fed’s 2 percent target. But output remains a full 15 percent below the pre-2007 trend line, a gap that is getting wider, not narrower, over time. This is shown in Figure 1, which compares the actual path of real per-capita GDP to a linear trend from 1947 to 2007.

As Figure 1 shows, there is no precedent for GDP’s current divergence from trend in postwar U.S. history. We will make three points about this output shortfall: First, the apparent closing of the output gap is due to downward revisions of estimated potential output. Second, most of this slowdown in potential output growth was not predicted prior to the Great Recession. And third, it is composed about equally of a decline in employment relative to population, and slower productivity growth. We consider each of these facts in more detail in the following sections, before returning to the economy as a whole in the final section.
First, a technical note: Some economists object to comparisons like that of Figure 1 on the grounds that we should not expect real per-capita GDP to follow a linear trend. That is, rather than expecting a steady long-term growth rate, we should expect the effects of booms and slumps to last indefinitely. While this is an important debate, we think the long-run trend is a meaningful point of comparison, for three reasons. First, it is the case that real per-capita GDP in the U.S. closely followed a linear trend in the 60 years after World War II, with periods of above-average growth followed by periods of below-average growth, and vice versa. (This is not necessarily true for other countries or periods.) Second, a strong tendency for GDP to return to trend is the default assumption in most practical policy debates, even if it is more controversial among academic economists. The assumption that most departures from the long-run trend are temporary is a feature of most forecasting models used by government and business. Third, and most fundamentally, it is hard to tell a story in which aggregate demand and supply matter if deviations from trend are persistent. The most prominent deviations from trend are recessions and recoveries, which nearly everyone—both economists and people in the policy and business worlds—agree are driven by shifts in aggregate demand—that is, by the flow of money through the economy.

To argue that these deviations are normally permanent, you have to take one of two radical positions. In one, you believe that the economy is always operating at potential—that recessions are due to technological regress or other declines in the productive capability of the economy, throwing out almost everything we know about real-world business cycles. “Real business cycle” economists, who deny that aggregate demand matters even in the short run, take this approach. But they are a distinct minority. With the other position, you may believe that changes in desired spending, or in the flow of money and credit, have permanent effects on output. This is a view that even fewer economists would accept. But without taking one of these two positions, it is hard to argue that economic growth doesn’t follow a more or less linear trend, even in cases where the statistical evidence is more ambiguous than for the postwar U.S. Of course, to the extent that demand-induced shifts in output persist in the long run, the case for expansionary policy is that much stronger. If even a small part of the effect of fiscal stimulus is permanent, such stimulus may pay for itself (DeLong and Summers 2012).

In 2006, the CBO was forecasting cumulative 16 percent growth in real, per-capita GDP over the next decade. Instead, growth has been just 6 percent. If GDP had grown as predicted, an additional $1.7 trillion would have been produced in 2016, an amount greater than the total output of Texas or New York state. And the CBO’s forecast was, arguably, conservative—

---

5 In the presence of hysteresis, it is more plausible that shifts in demand could have long-run effects. The existence of a linear trend between 1947 and 2007 would then suggest that shifts in demand were not large enough or sustained enough to produce large effects on the economy’s productive potential.
In 2006, the CBO was forecasting cumulative 16 percent growth in real, per-capita GDP over the next decade. Instead, growth has been just 6 percent. If GDP had grown as predicted, an additional $1.7 trillion would have been produced in 2016, an amount greater than the total output of Texas or New York state.

it was already predicting a significant slowdown in growth from what the U.S. had seen historically. Over the full postwar period, from 1947 to 2007, the U.S. saw an average 2.2 percent annual growth rate in real per capita GDP. If this rate had continued, we would have seen 25 percent growth over the past decade, and 2016 GDP would have been $4.6 trillion higher than it actually was—additional goods and services equal to the output of New York, Texas, Illinois and Florida combined.

---

**FIGURE 2** Real GDP as a fraction of the CBO’s January 2006 estimate of potential GDP. The figure shows that the gap that opened up between actual GDP and forecast GDP during the recession, has not closed at all in the recovery. Source: CBO, BEA, author’s analysis.
Figure 2 compares the path of real GDP to the CBO’s estimates of potential GDP as of January 2006. Unsurprisingly, during the recession GDP fell well below the 2006 estimates of potential output—about 10 percent below by the official end of the recession. What is more striking, however, is that since then none of the gap with the 2006 estimate of potential has been closed. On the contrary, the gap continued to widen, so that by 2016 real GDP was approximately 12 percent below the CBO’s 2006 estimate of potential output for that year.

Whether one takes the long-run trend or, more cautiously, the pre-recession forecasts as a baseline, this is a large, unanticipated and persistent loss in production. It implies substantially lower incomes for American households, and fewer resources available to address national challenges. It is certainly possible that this gap is entirely the result of overoptimistic growth forecasts prior to the recession. It may be, as many economists and policymakers seem to believe, that the post-recession slowdown in growth is a supply-side phenomenon, reflecting a diminished capacity to produce rather than any underutilization of existing capacities. It may be that this decline in potential has structural causes that are beyond the reach of policy, such as an aging population and an exhaustion of the technological frontier. (In particular, as we will see below, there is some empirical support for the argument that declining labor force participation reflects the changing age structure of the population—though the case is not as decisive as it is sometimes made out to be.)

**By mistakenly regarding our underuse of existing labor, capital and technology as a shortage of real resources, we will miss out on the policy interventions that would allow us to use them more fully.**

But there is danger in reaching these conclusions too quickly. Suppose that some or all of the shortfall is in fact due to a lack of demand—to not enough spending to fully use our existing capacities. In that case, there is a risk that macroeconomic policy itself will write into permanence what could have been a temporary interruption in the normal process of economic growth. By mistakenly regarding our underuse of existing labor, capital and technology as a shortage of real resources, we will miss out on the policy interventions that would allow us to use them more fully. These interventions are, conceptually if not practically, straightforward: someone, whether the government, business or households, needs to buy more.

---

6 The definition of GDP underwent a major revision in 2013, when intellectual property production and research and development spending were reclassified as investment spending. Because of this, the level of GDP cannot be directly compared with earlier forecasts. Instead, all comparisons of actual forecast output and productivity are of actual and predicted cumulative growth, using a consistent definition of GDP in each case. Since the revision did not affect employment data, employment levels can be compared directly.
1.1 U.S. GDP REMAINS AT ABOUT 15 PERCENT BELOW THE PRE-RECESSION TREND.

The first half of the 20th century—with the Great Depression and two world wars—saw very large swings in GDP growth. But after the demobilization following World War II, the U.S. has seen very smooth growth in output. Between 1947 and 2007, real GDP per capita grew at a steady 2.2 percent per year. As Figure 1 shows, this growth rate was remarkably consistent. If we define the output gap as the deviation between real GDP and the trend line, the standard deviation of the gap is 3.1 percent, and the median gap is just 2.5 points. The maximum gap in either direction was less than seven points, and those deviations were rare and short-lived. Over this sixty-year period, one could make very accurate forecasts of future GDP per capita simply by projecting the 2.2 percent annual growth forward. During the “Great Moderation” period from the mid-1980s to 2007, real output stayed even closer to trend, never departing from more than 5 percent in either direction and spending the majority of quarters within 1.5 points of it.

There is an important corollary to this steady long run growth rate: Periods of slower growth have alternated with periods of faster growth. Historically, every time a recession has reduced per-capita GDP relative to the long-run trend, it has been followed by a period of faster than usual growth. In other words, deviations from the trend have not been persistent.

Since 2007, however, there has been no tendency to make up the ground that was lost during the recession. On the contrary, the gap between per-capita GDP and the pre-recession trend has steadily increased, reaching 15 percent in the last quarter of 2016 (the most recent available). There is no precedent in the postwar period for a deviation from trend this large or this persistent.

Since 2007 there has been no tendency to make up the ground that was lost during the recession. On the contrary, the gap between per-capita GDP and the pre-recession trend has steadily increased, reaching 15 percent in the last quarter of 2016 (the most recent available). There is no precedent in the postwar period for a deviation from trend this large or this persistent.
This is shown in Figure 3, which plots the output gap against the average real growth rate of per-capita GDP over the next six years. (Six years is about the average length of a U.S. business cycle.) The output gap is here defined as the deviation from the 1947-2007 trend. As the figure shows, prior to the most recent cycle, there was a very strong relationship between the output gap and the subsequent growth rate. The R-squared of the relationship is 0.6, meaning that the majority of medium-term growth could be predicted simply on the basis of the current deviation from trend. As the figure shows, every previous six-year period that began significantly below the long-run trend saw above-average growth, while almost every six-year period that began above trend saw below-average growth (the exception is periods beginning in the late 1960s and early 1970s).

This historical relationship would have led to predictions of unusually rapid growth in the following years, as growth returned to trend, as most forecasters in fact predicted. But as it turned out, not only was there no accelerated growth to bring output back to trend, the growth rates out of the recession did not even match historical averages. The only seven-year periods with comparably low per-capita GDP growth came in the wake of the booms around the Korean War in the 1950s, when unemployment fell to below 3 percent, and the late 1970s, periods during which output was well above trend and there were unambiguous
signs of overheating. There is no postwar precedent for an extended period of slow growth from a starting point that is already well below trend.

This deviation of GDP from its long-run trend is already, by itself, a problem for claims that the economy is now operating at full potential. There is no question that the financial crisis, collapse of the housing market, mass unemployment and general fear and uncertainty of the recession period itself depressed aggregate demand—that is, they reduced households’ and businesses’ desired spending. Because the sharp fall in output of 2008-2009 was, without question, driven by demand-side factors, logically there should have been some bounce back from the low levels of output at the bottom of the recession. The fact that we have not experienced the period of above-trend growth that characterized earlier recessions suggests that the demand problems have not been resolved.

There is no question that the financial crisis, collapse of the housing market, mass unemployment and general fear and uncertainty of the recession period itself depressed aggregate demand—that is, they reduced households’ and businesses’ desired spending ... The fact that we have not experienced the period of above-trend growth that characterized earlier recessions suggests that the demand problems have not been resolved.

1.2 MOST OF THE SLOWDOWN WAS NOT ANTICIPATED BY FORECASTERS. THE DECLINING OUTPUT GAP REFLECTS ESTIMATES OF POTENTIAL GDP CONVERGING TO ACTUAL GDP, RATHER THAN ACTUAL GDP RETURNING TO TRENDS.

A natural question to ask about this decline relative to the prior trend is whether forecasters anticipated it. This question is related to the underlying causes of the decline, since some factors, such as declining labor force participation due to an aging population, are easily anticipated by forecasters, while others, such as weak demand in the wake of a financial crisis, are not. For this reason, a number of authors use the fraction of the deviation from trend that was anticipated by prior forecasts as a measure of the contribution of structural
forces, and the fraction of the deviation that was not predicted as a measure of the contribution of weak demand or other effects of the financial crisis and its aftermath.

Ball (2014), Ball, DeLong and Summers (2014), and Fatas and Summers (2016), among others, try to answer the question of how much the decline in output is due to the recession by comparing pre-recession estimates of potential output with more recent ones for a number of rich countries. The three papers do different versions of this exercise, but all find that (1) the bulk of the slowdown in growth since the 2008-2009 recession was not predicted prior to it; and (2) there is no tendency for output to return to potential. Rather, changes in current output are eventually reflected in revised estimates of potential.

Despite the fact that the gap between per-capita GDP and the pre-recession trend has not closed, official measures of the output gap released by bodies like the Bureau of Economic Analysis (BEA) and CBO show a steadily closing gap between current output and potential. This is entirely because estimates of potential output have been steadily revised downward since 2007. In effect, the GDP ball has gotten closer to goal, but that is because the goalposts have been moving backward, not because the ball has been moving forward.

_estimates of potential output have been steadily revised downward since 2007. In effect, the GDP ball has gotten closer to goal, but that is because the goalposts have been moving backward, not because the ball has been moving forward._

The downward revisions result mechanically from the procedure used to estimate potential output. These estimates are based on a production function approach that includes “total factor productivity” (or the “Solow residual”), an unobservable parameter that acts as a kind of fudge factor. TFP growth is set at whatever level is required to make the estimate of potential output converge to actual output when unemployment is at its target level. The procedure followed by the statistical agencies cannot show a persistent output gap—the way the estimate is constructed ensures that actual output will always converge to potential over the business cycle. This is not necessarily a bad procedure for politically sensitive estimates whose function is to establish a consensus view for policymaking. But it’s important to understand that the decline in the official output gap provides no information about whether output is close to potential in any substantive sense.

---

7 For a thorough discussion of the CBO’s methodology for estimating potential output, see CBO (2001).
The pattern of downward revisions is shown in Figure 4. The colored lines show the CBO’s January estimates for potential output over the following 10 years. The heavy black line shows the actual path of GDP.

What do we see? First, there has been a systematic reduction in estimates of potential. While there are some upward adjustments in the early years, more recently all the adjustments have been downward. The estimates of 2015, for example, first made in 2005, have been reduced every year since then. The same goes for 2016 and all later years. These are not random errors, and they are not small. The estimate of 2016 potential GDP made by the CBO in 2006 was 10 percent greater than the estimate last year.

In 2006, before the recession, the CBO was predicting that real per-capita output would increase by 2 percent over the next decade—slightly below the long-run trend rate. In January 2008, the last pre-recession forecast, the CBO had revised its ten-year growth rate down slightly, to 1.8 percent. In the event, per-capita GDP grew at just 0.6 percent per year.

---

* Data is taken from the CBO’s Potential GDP and Underlying Inputs for various years.
over the period—by far the slowest growth in per-capita output over any 10-year period since the 1930s. Of the 15-point gap between current per-capita output and the long-run trend, less than half was predicted before the recession. The majority of the gap reflects downward revisions since the recession began.

1.3 THE DECLINE IN GROWTH REFLECTS A MIX OF LOWER LABOR FORCE PARTICIPATION AND SLOWER PRODUCTIVITY GROWTH.

The next step in making sense of the GDP shortfall is to break it down into various components and see how they behave individually. There are a number of ways to do this, but the most straightforward is the identity:

\[
\text{output} = \text{productivity} \times \text{employment} = \text{productivity} \times \text{labour force} \times (1 - \text{unemployment}) \times \text{hours per worker}
\]

It follows that:

\[
\text{Percent output growth} \approx \text{percent productivity growth} + \text{percent employment growth} \\
= \text{percent productivity growth} + \text{percent growth in non-institutionalized population} \\
+ \text{change in the labor force participation rate} - \text{change in the unemployment rate} + \text{percentage growth in average hours}
\]

Output is employment multiplied by labor force productivity. This is also equal to labor force productivity multiplied by the labor force size multiplied by the employment rate (which is one minus unemployment rate). These are directly observable aggregates, and the CBO gives the relevant components for each of these in its estimates of potential output. Productivity here means labor productivity, or output per worker. As applied to potential, unemployment means the non-accelerating inflation rate of unemployment, or NAIRU. The unemployment rate is supposed to be consistent with stable inflation, which is targeted by the central bank.

The following table shows how these components have behaved over the past 10 years, compared with their long-run trends. It also shows the pre-recession forecasts of the CBO. The first column shows the difference between actual 2016 output and what you would predict by projecting forward the 1989-2006 trend.\(^9\) The second column shows the CBO’s
2006 forecasts for 2016. The third column shows the value you would predict for 2016 by simply extrapolating the 1989-2006 trend. The fourth column shows current estimates of potential for 2016. And the final column shows actual values for 2016. In the first four rows, the 2006 value is set to 100. (Because actual output in that year was very close to potential, it doesn’t matter whether we use actual or potential output for 2006.)

As the table shows, GDP in 2016 was about 15 percent below what we would predict based on the earlier trend. Prior to the recession, the CBO predicted 7 points of this slowdown, or a bit less than half. But the picture is quite different for employment and productivity taken separately.

The deceleration in labor force growth was almost entirely predicted by the CBO. The productivity slowdown was not predicted at all. The downward revisions to estimates of potential output over the past decade have almost all been revisions to productivity estimates. (There were important downward revisions to forecasted labor force growth, as shown in Figure 5, but they came a bit earlier.) Unemployment does not play an important role in either case: both actual unemployment and the current estimate of NAIRU are very close to the 2006 unemployment rate. This is quite different in Europe, where higher NAIRUs explain a large part of the change in potential output (Ball 2014).

<table>
<thead>
<tr>
<th>2006-2016 GDP GROWTH: TREND, FORECAST AND ACTUAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>-----------------------------</td>
</tr>
<tr>
<td>GDP per capita</td>
</tr>
<tr>
<td>GDP</td>
</tr>
<tr>
<td>Employment</td>
</tr>
<tr>
<td>Productivity</td>
</tr>
<tr>
<td>Labor force participation</td>
</tr>
<tr>
<td>Unemployment rate</td>
</tr>
</tbody>
</table>

**Note:** The CBO’s annual forecasts do not directly report a labor force participation rate; their forecast includes only potential employment. CBO (2001) indicates that CBO computes potential employment based on the Social Security Administration’s forecasts of the working-age population. So the “forecast” labor force participation rate reported here combines the CBO’s forecast of employment with the 2016 labor force forecast in the 2007 OASDI Trustees Report. However, a separate 2007 report does include a forecast for the labor force participation rate of 64.3 percent for 2016, significantly above the actual figure (CBO 2007), so it is possible that the accurate forecast of employment growth in fact reflects an overestimate of labor force participation combined with an underestimate of population growth.
**FIGURE 5** CBO estimates/forecasts of potential employment for various years. The heavy black line shows the historical path of employment. The colored lines show historical and forecast estimates of potential output for each year from 2002 through 2016. The blue-green lines are estimates made before the recession, while the red-purple lines are estimates made after the recession. The 2006 value is set to 100. As the figure shows, cumulative employment growth since 2006 is now close to the CBO’s pre-recession forecasts. Source: CBO, author’s analysis.

**FIGURE 6** CBO estimates/forecasts of potential labor productivity for various years. The heavy black line shows the historical path of productivity. The colored lines show historical and forecast estimates of potential output for each year from 2002 through 2016. The blue-green lines are estimates made before the recession, while the red-purple lines are estimates made after the recession. The 2006 value is set to 100. Source: CBO, author’s analysis.
These different patterns of revisions are shown in Figures 5 to 7. The format is the same as for Figure 3—each line represents the estimates made in a given year, with the bluer lines showing earlier forecasts and the redder lines later ones.

Figure 6 shows actual and forecast labor productivity, defined here as output per worker. The figure shows there are modest downward adjustments in 2007 and 2008 but the big adjustment comes later, especially in 2009 and 2014. And the later adjustments are not just to the level of productivity but also to the trend. So not only is there no convergence between actual productivity and pre-recession forecasts, the gap has continued to widen over time. For the labor force, by contrast, the biggest adjustments come before the recession, especially in 2003, when the trend is revised downward. The post-recession revisions are small, and the actual trajectory of the labor force shows a definite reversion toward the immediate pre-recession forecasts.

Labor productivity can be further subdivided into output per hour and hours per worker. We focus on output per worker rather than output per hour in Table 1 and the related analysis, for two reasons. First, the CBO forecasts, which are our baseline, are constructed in terms of output per worker, with no separate hour term. Second, reduced work hours play no role in the post-2007 deceleration in labor productivity. While hours per worker did fall somewhat
during the recession, they quickly recovered. Both weekly and annual hours per worker are now approximately the same as they were in 2007, a level that has been roughly constant since the early 1980s. Consequently, the results reported above would be essentially the same if productivity were calculated per hour rather than per employee.

Output per hour does diverge from output per worker in two important ways, however. First, while hours per worker have shown no trend since 1980, during the preceding three decades, average annual hours declined at around a third of a percent per year. This slow but steady decline translated into an 11 percent decline in annual hours per worker between 1951 and 1980. More importantly for present purposes, it means that output per worker understates the difference in labor productivity between the postwar decades and the recent period. In effect, the decline in hours in the 1950s, 1960s and 1970s created a headwind for growth that is no longer present today. Second, while there is no overall trend in hours worked between 1980 and today, there is a substantial rise—from around 1800 hours per year up to 1,850—during the second half of the 1990s, which was subsequently reversed. At around 0.5 points per year, this increase in hours accounts for about half the anomalous acceleration in labor productivity during this period. If, as seems likely, this increase in hours was mainly a response to stronger labor market conditions, this is another important reason for seeing the late 1990s boom as in large part a demand-side phenomenon. If strong demand elicited a significant increase in hours per worker then, that suggests hours may be a margin on which continued expansionary policy could boost output today.

If strong demand elicited a significant increase in hours per worker then, that suggests hours may be a margin on which continued expansionary policy could boost output today.

Finally, the estimated NAIRU was adjusted upward during the recession and back down since then with no sustained movement one way or the other. It’s worth noting, however, that while there has been no systematic adjustment of the NAIRU, there have been substantial short-term changes. From the late 1990s until 2007, the CBO based its potential output estimates on a fixed NAIRU of 5.2 percent—an unemployment rate above this implied output below potential, while an unemployment rate below this implied output above potential. In 2007, the CBO changed its NAIRU estimate to 5 percent, and in 2008 to 4.8 percent. These new NAIRU estimates were applied retroactively, resulting in an upward adjustment to estimated potential output for earlier years. Then, starting in 2010, the CBO began adjusting its NAIRU estimate annually, based in part on current unemployment rates. Between 2009 and 2014,
the NAIRU estimate was adjusted upward by a full 1.2 points, from 4.8 to 6.0, before being adjusted back downward. This mix of upward and downward adjustments does not play an important part in the long-run shifts in estimates of potential. But it is an object lesson of the dangers of being too quick to interpret a demand shock as a shift in the economy’s productive potential. In retrospect, it is clear that the rise in unemployment starting in 2008 did not include any important structural component; unemployment today is back to its pre-recession levels, with no sign of inflation. But if the CBO’s estimates had been the basis for policy, the fall in unemployment would have been halted sometime in 2007, and nearly two million people would have been condemned to joblessness instead of finding productive work.

Returning to the continuing gap between post-recession output and the pre-recession trend, we see it combines two distinct developments: (1) a widening productivity gap, which was not predicted by the CBO, and (2) a narrowing labor force gap, which was mostly predicted.

Figure 8 shows five-year rolling averages of output, employment and labor productivity growth since 1947. As of 2016, slower productivity growth and slower employment growth contribute about equally to the shortfall of output from the earlier trend. If we want to figure out the relative role of the demand and supply sides in the shortfall, we need to look at these two components individually.

**FIGURE 8** Output, employment and productivity growth, rolling five year averages. This shows average annual growth in real GDP and the two components for five-year periods ending in the year shown. Source BEA, author’s analysis.
HOW MUCH WEIGHT SHOULD GROWTH FORECASTS GIVE TO THE 1990s?

It is sometimes argued that the shortfall of productivity growth relative to the CBO's pre-2007 forecasts is simply due to earlier forecasts mistakenly projecting the exceptional growth of the “tech boom” period of the late 1990s into the indefinite future. It is true that 1997-2003 saw exceptionally rapid productivity growth, averaging 2.3 percent a year, compared with a postwar average of 1.5 percent (See Figure 8). Given the essentially extrapolative nature of CBO's forecasts, this rapid growth inevitably influenced its long-run forecasts, which as of 2007 saw annual productivity growth converging to 2 percent. While lower than the peak rates reached in the 1990s, this is still faster than in most other periods since the 1960s. The claim that the CBO's forecasts were influenced by the exceptional productivity performance of the late 1990s certainly has an element of truth.

But this is not a sufficient explanation for the shortfall of productivity relative to forecasts, for three reasons. First, the CBO's pre-recession forecasts already explicitly took note of the exceptional character of this period. Forecasts made in the mid-to-late 2000s already incorporated a special ad hoc “temporary faster growth” term that added about a quarter of a point to annual productivity growth for the late 1990s and early 2000s, that was not incorporated into forecasts of future growth. Second, the 1990s effect can explain only part of the shortfall. Since the end of the recession, labor productivity growth has averaged 0.7 percent per year, compared with the CBO’s forecast of 2.1 percent. If we look at the 1980-2007 period, but exclude the years 1998 through 2002 (the period of rapid productivity growth), average labor productivity growth is still around 1.5 percent a year. Even if the CBO had entirely ignored the tech boom period, 60 percent of the productivity shortfall (0.8 out of 1.4 points) would still be present. (See Figure 8.)

Third, and perhaps most important, the CBO was right to take the tech boom period into account in forecasting future growth. The experience of this period is informative about the growth potential of the U.S. economy. Even if we recognize that this period was in some ways exceptional, it makes no sense to put zero weight on it in forming our forecasts of the future. At minimum, the years 1998 to 2002 should be given the same weight as other years in estimates of potential productivity growth. If the question is the potential of the economy, the years of best performance are arguably more relevant than others.

This argument grows stronger when we recall similar debates 20 years ago.
By 1997, many policymakers believed that the economy was at potential, and that the Fed needed to tighten to avoid dangerous overheating. Alan Greenspan made the politically risky choice to resist this pressure, and to maintain low rates in the belief that more rapid growth was possible. The Fed’s willingness to maintain low rates even as unemployment fell below 4 percent—opposed at the time by much of the FOMC—is one of the key events in recent macroeconomic history. It is only because of this decision that the low-unemployment, high-productivity economy of the later 1990s came into being. (The ways in which stronger demand can contribute to higher productivity are discussed in Section 3.1 below.) Far from being a one-off event, this has obvious relevance to the choices facing the Fed today. This period—the one that we are told we should ignore—is precisely the last period in which the Fed was facing a choice similar to the one it confronts today.

So while it is true that the productivity shortfall looks bigger relative to a trend that includes the 1990s, this is a strange argument to make against continued expansionary policy today. In effect, it argues that when we consider the potential costs and benefits of a high-pressure economy today, we should not take into account the evidence from the last time the experiment was actually tried.
SECTION TWO

Labor force participation

Between 2006 and 2013, the headline labor force participation rate fell from 66 to 63 percent, where it has since remained. Since unemployment had returned by 2016 to its 2006 levels, it is this fall in labor force participation that drove the decline in the employment-population ratio described in the previous section. A central question about this decline is the extent to which it was the result of the aging of the population, or of demographic changes more broadly. If demographic factors were dominant, then the smaller share of the population in employment is not a sign of weak demand. Rather, it is the predictable result of the tendency of older people, by choice or necessity, to exit the workforce. This story is consistent with the fact that most of the decline in labor force participation was already predicted by the CBO a decade ago. But the fact that the decline in labor force participation was predicted does not mean that it was inevitable, or independent of demand conditions or policy more broadly. Before assuming that the decline in employment is mostly or entirely a question of demographics, we need to look at the data more carefully.

Before assuming that the decline in employment is mostly or entirely a question of demographics, we need to look at the data more carefully.

It is certainly true that the segment of the population over 65 has been growing rapidly over the past decade. It is also true, though less widely recognized, that labor force participation rates historically decline steeply as people pass through their 50s, and the share of the population in the upper part of this range has also increased. This raises two questions: First, how much of a decline in labor force participation could we have predicted on the basis of demographic changes in the population, all else equal? And second, how hard a constraint on employment is this demographic change?

To answer the first question, we calculate employment-population ratios for different demographic groups in a given year. Then we apply those same rates to the different shares of the demographic groups in subsequent years. The result tells us what the change in employment would have been, given the actual change in the composition of the population.

For a given population, the employment-population ratio is equal to the labor force participation rate times one minus the unemployment rate.
if participation rates within each group had remained constant. We can think of this as the change in labor force participation “explained” or “predicted” by demographics. The remaining, within-group component is the change in employment rates by people within given demographic groups; it cannot be explained by demographic changes, but must be due to something else. This approach, widely used to analyze changes in a heterogeneous population, is known as a shift-share analysis.

While the basic approach is uncontroversial, we face a couple of questions before we can put it into practice. First, which demographic categories do we consider? And second, what year should we use as a base year? Fortunately, with annual data, we don’t need to pick one year. Instead, we can “chain” together different years, in the same way that national statistical agencies do when constructing inflation measures. For each year, we can calculate the part of the change in employment that is explained, in a statistical sense, by changes in demographics, and the part of the change that is within individual demographic groups. Then we string together these changes to generate two counterfactuals. One shows what would have happened to employment if the demographic mix of the population had changed the same as it actually did, while employment rates within each group remained constant. The other shows what would have happened if employment rates within each group had changed as they actually did, while the demographics remained constant. (There is also a residual term. But it is normally quite small, so the fixed-rates-within-group and fixed-composition changes add up to close to the actual change.)

This chaining approach is followed by other recent studies of changes in labor force participation rates (Aaronson et al. 2014). It has the advantage that there’s no need to make an arbitrary choice of any particular base year. Unfortunately, there is no such easy fix to the question of which demographic groups to include.

*Age has a large effect on employment status, and the age profile of the U.S. population is shifting significantly over time. But are there other demographic factors we should also consider?*

Most discussions of demographic sources of the decline in the employment-population ratio focus on age. This makes sense: Age has a large effect on employment status, and the age profile of the U.S. population is shifting significantly over time. But are there other demographic factors we should also consider?
Employment status also varies strongly by sex. But unlike age, the sex ratio of the population (at least in the U.S.) does not vary significantly over time. Another important but less discussed demographic characteristic relevant to employment is the presence of children in the household. Mothers of young children are historically less likely to work, while fathers are more so. The first factor has significantly outweighed the second, and so a larger number of families with young children implies a lower overall employment rate. The number of families with young children has declined over time, especially in the immediate aftermath of the recession.

Another important but less discussed demographic characteristic relevant to employment is the presence of children in the household. Mothers of young children are historically less likely to work, while fathers are more so.

Finally, we might consider education. People with high school and college degrees are consistently more likely to be employed than people without, independent of variables such as age, sex and family situation. But it is not obvious that we should consider this relationship between education and employment as “demographic” in the same way we consider age or the presence of children. Race is also often included in attempts to distinguish the demographic component of changes within the employment-population ratio. It is true that employment status varies by race, with African-Americans, in particular, significantly less likely to be employed. But given the overwhelming evidence that racial discrimination remains important in labor markets, it seems inappropriate to include race as a demographic variable. Unlike age, racial variations in employment rates do not reflect variation in capacity or willingness to work. Rather, they reflect pervasive queuing in labor markets, in which people of color are the last hired and first fired.

In our first analysis, we include only age and sex as demographic variables. (The issue of children is discussed at the end of the section.) The variables interact, so we have an employment rate for each age-sex combination: men aged 34, for example. Because there are good arguments both for including and excluding education as a demographic variable, we calculated both sets of counterfactuals—one with it, and one without. The results are shown in Figures 9 and 10—the first without education, the second including it.

The conclusion of both analyses is the same: Whether you start from the all-time high point in 2000 or the most recent business-cycle peak in 2007, the majority of the decline in the employment-population ratio is due to lower participation within demographic groups, not changes in the composition of the population.
Figure 9 shows the two components using age and sex only. What do we see?

Since 2000, the U.S. employment-population ratio has declined by about five points, of which four points has come since 2007. Out of that, three points (2.5 points since 2007) have reflected lower participation rates within demographic groups, while two points (1.5 since 2007) reflect changes in the composition of the population. Measured this way, at most 40 percent of the decline in labor force participation reflects demographic changes, while 60 percent must be due to other factors. The conclusion that at most half the decline in labor force participation is attributable to aging is similar to that reached by the Council of Economic Advisors when it explored the same question (CEA 2014).11

11 The somewhat higher demographic share reported by the CEA is a result of their using age and sex and race, rather than age, sex and the presence of young children, as explanatory variables. When we add race as a demographic variable, the demographic share of the decline in the employment ratio rises to about 60 percent, very close to the value reported by the CEA. But we do not think that it is appropriate to use race in this way, for reasons discussed in the text.
To get a clearer picture of the within-group component of the fall in the employment-population ratio, Figure 10 shows the change in the employment-population ratio for each age group. As the figure shows, the within-group component varies strongly by age, with the largest falls in employment ratios among younger groups and employment rates among the oldest groups actually increasing. The fall among the younger groups may reflect a higher proportion of higher education, while the rise among the older groups may reflect the decline of private pensions, as well as the increase in the normal retirement age under Social Security. However, the pattern is also consistent with a story of continued labor-market weakness. Young people with limited work experience are likely to be at the back of the line for employment, and their choices about participation in the labor market are most likely to be sensitive to demand conditions. Older people, on the other hand, may respond to weak labor markets and economic insecurity by putting off retirement, especially if their incomes have fallen or if spouses or other family members are unable to find work.

We can’t explore further the relative contributions of these different factors. But the evidence here does strongly suggest that, with respect to employment, demographics are not destiny. Even to the extent that the fall in employment rates is apparently accounted for

---


12 See the similar discussion by Doug Henwood at LBO-News: https://lbo-news.com/2017/04/18/how-employed-are-we/
by demographic changes, this does not reflect a fixed demographic pattern of employment applied to a shifting population, but rather offsetting change within different groups. Given the large shifts in employment rates within demographic groups, it is hard to believe that labor force participation would not respond to stronger demand.

What if we add education as a demographic variable? This is common in labor economics and there is a natural logic to it. Historically, people with more years of schooling have been consistently more likely to be in the labor force than otherwise similar people with fewer years of schooling. Economists often think of education as a kind of “human capital” that allows workers to be more productive and increases their earnings. It’s natural to extend that to see education as also functioning to overcome barriers that might prevent people from engaging in paid work at all. People with more education may also feel a stronger desire to engage in paid work. Consequently, it’s reasonable to suppose that, just as we would expect an older workforce to have fewer people engaged in paid labor, all else equal, a more educated workforce should have more people engaged in paid labor.13

The results of adding education as a demographic variable are shown in Figure 11.

---

13 Alternatively, or in addition, education can be included in estimates of potential output as a measure of “labor quality” (Hall 2016). In that case, rising education makes the productivity slowdown even more puzzling.
As Figure 11 shows, once we include education, the demographic component essentially vanishes, accounting for less than half a point of the five-point decline in labor force participation. If we define demographic groups by age, sex, and education, over 90 percent of the decline in participation has been within demographic groups. The changing composition of the population has had a negligible effect.

In other words, while it is true that the American population is getting older, it is also growing more educated. All else equal, older people are less likely to be employed, and educated people are more likely to be. Over the past decade or two, these two factors have essentially canceled one another out.

*It is true that the American population is getting older, it is also growing more educated. All else equal, older people are less likely to be employed, and educated people are more likely to be. Over the past decade or two, these two factors have essentially canceled one another out.*

Which of these results is more meaningful? The statistical argument for including education is the same as for including age, sex or presence of children—all of these characteristics have historically been associated with significant differences in employment rates. And there’s nothing controversial about saying that increased education makes people both more willing and able to find work. So perhaps the second graph, with its negligible demographic contribution, is the one we should focus on. There is a strong sense that people’s employment status follows a “natural” progression over a lifecycle first a period of education, then a period of labor, and finally a period of retirement. Some people similarly believe that caring for young children naturally implies spending a substantial period outside the labor force, though this belief is not as prevalent as it once was. Both aging and child rearing are deeply rooted aspects of life that one would not expect to respond quickly, if at all, to changes in labor market conditions. But no one sees the link between education and employment in these quasi-biological terms. And while it is certainly true that less educated people are less likely to be employed, it is not clear how much of this is coming from the supply side. It may be that people with weaker educational credentials are willing and able to do the same kinds of jobs but find themselves at the back of the line.

It is worth noting, that even if changes in employment rates do in some sense reflect changes in demographics, that does not mean they are inevitable or unrelated to demand or policy variables. We should not assume there is a fixed, “normal” participation rate for a
given demographic group. The large increase in women's labor force participation between the 1950s and 1980s, for instance, would not have been predictable on demographic grounds. And while the postwar U.S. has not seen sustained demand shocks on the level of the Great Recession, history does suggest that large demand shifts can have large, persistent effects on labor force participation rates. The fall in employment in the 1930s, for instance, reflected not only elevated unemployment rates but also a large fall in measured participation rates; participation then rose even more sharply with the “effectively unlimited labor demand” during the war (Mathy 2015). Arguments implying that the U.S. today is at potential would, in 1940, have ruled out the large increase in output and employment that in fact took place during the war.

We find that changes in the composition of the population can explain as much as 40 percent of the fall in the employment-population ratio since 2007, if the effects of rising education are ignored. If demographic variables are defined to include education, the contribution of demographic change to falling employment is essentially nil.

In conclusion, we find that changes in the composition of the population can explain as much as 40 percent of the fall in the employment-population ratio since 2007, if the effects of rising education are ignored. If demographic variables are defined to include education, the contribution of demographic change to falling employment is essentially nil. In any case, the majority of the fall in employment rates to date has taken place within demographic groups—it would have occurred even if the composition of the population were fixed. And even the upper limit of 40 percent must be treated with caution. Historically, demographic variations in labor force participation have not been a hard constraint, but have been responsive to a range of social and policy factors, including the state of the labor market.

If the fall in labor force participation is due, at least in part, to the lowering effects of the recession, or to weak demand more generally, that means there is more space for expansionary policy than conventional measures suggest. It also means the social benefit of such policies is greater. As Ball (2015) suggests, a “high-pressure economy” will not only boost output and employment in the short-run, it will disproportionately benefit the chronically unemployed, and will strengthen enduring ties to the labor market for millions of people who were previously excluded from it.
Because of data limitations, we did not include presence of children in our main analysis. But as it turns out, adding a variable for young children does not change the results.

While including education as a demographic variable has dramatic effects, the effect of including children is much smaller. On the face of it, this is surprising. There has been a sharp drop in the proportion of families with young children over the past decade. Based on historical evidence, one would expect this to lead to a significant increase in women’s participation in the labor force.

Why don’t we see this effect in the data? While there has been a sharp drop in the percentage of U.S. households with children under the age of six over the past decade, there has also been a long-
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14 In additional decompositions (not shown) we added a variable for presence of own children under the age of six. The results were essentially unchanged.
run convergence between employment of parents and non-parents, as shown in Figure 10. In the early 1990s, the coefficient on the presence of children under six was, controlling for the other demographic variables, around -0.1. Parents of young children were about 10 percent less likely to be employed than demographically similar non-parents. But in recent years, the coefficient is around -0.01, meaning that the presence of a young child reduces the estimated employment rate by only one percent. So the decline in the share of families with children offsets only a trivial part of the decline in participation attributable to age.

**Over the past generation, a shift in social norms around parents, especially mothers, engaging in paid work ... has diminished the negative effect of motherhood on employment to the point that it is almost entirely offset by the positive effect of fatherhood.**

This is important, first, to have a clear picture of what demographic factors are relevant in establishing a baseline change in employment rates. Second, it is a demonstration of how “demographic” factors are conditioned by social and policy changes. Over the past generation, a shift in social norms around parents, especially mothers, engaging in paid work plus the country’s fitful, inadequate, but still substantial progress toward provision of childcare has diminished the negative effect of motherhood on employment to the point that it is almost entirely offset by the positive effect of fatherhood. (The strong labor market of the late 1990s may well have contributed to cementing this shift, though this is not obvious in the data.) It is easy to imagine a similar reduction in the tendency of adults in their 50s and 60s to exit the labor force, given appropriate social supports (especially for the partially disabled) and a strong labor market.
SECTION THREE

Productivity and demand

There is good reason to believe that the slowdown in labor productivity is largely or entirely a reflection of weak demand.

Economics textbooks often treat productivity as “exogenous”, or fixed by forces outside the economy, such as technology or natural resources. While these sources of productivity grow over time, they don’t respond directly to changes in aggregate demand. A decision by government, business or households to spend more does not, in this story, do anything to improve the capabilities of businesses to produce more. More spending can of course mobilize resources that are currently unused, in particular unemployed labor. But once the unemployed workers have found jobs, in this view, increased spending cannot call forth and further additional output.

In the real world, things are not so simple. There is not always a hard line between utilizing previously unused resources and improving productive capabilities. Workers can switch from less to more productive tasks or occupations, or work more intensely; capital and other resources can similarly be used more intensively, or reallocated to higher value activities. Higher wages and other costs may encourage businesses to abandon low-productivity products and processes, or to develop or adopt higher-productivity ones. Technological advances do not come from the sky, but from the concrete activities of innovation and entrepreneurship that are more easily carried out during a boom than in a slump. In this section, we discuss a number of reasons to expect stronger demand to be associated with faster productivity growth. And we present some evidence that the unprecedented productivity slowdown of the past decade may be at least partly due to the period’s exceptionally weak demand.

3.1 THERE ARE MANY REASONS TO THINK THAT DEMAND COULD AFFECT PRODUCTIVITY.

Economics textbooks normally treat labor productivity as determined by technology and real resource endowments—things that don’t change simply because someone spends more money. Indeed, in a textbook world, we should expect productivity to fall when demand rises, and vice versa. Increased spending can quickly draw workers out of unemployment, but it cannot increase the stock of capital goods and other resources so quickly, or at all. And, in the textbook world, the most skilled workers are presumably the first to be hired, with the
pool of the unemployed representing the less qualified. So in a boom, the marginal worker is less skilled, and has less capital to use, meaning he or she should produce less. At the bottom of a slump, when unemployment is high, the least-skilled workers have been laid off and the remainder has more capital to work with. Consequently, productivity should be higher.

*Labor productivity almost always falls in recessions, and rises in the recovery.*

It is well known that business cycles do not look like this. As discussed in 3.3 below, labor productivity almost always falls in recessions, and rises in the recovery. This is presumably due to the costs of hiring and firing. Changes in spending do not immediately cause workers to move in and out of employment. It also reflects the fact that real-world production processes involve specialized equipment and facilities that can’t easily be spread across a smaller number of workers. Capital as well as labor is idle in a downturn.

These factors, however, are usually understood to be strictly short-term, relevant over a year or two at most. Are there any plausible stories about how weak demand might depress productivity growth over a decade?

In fact, there are a number of reasons why productivity may respond to demand both in the short run and over extended periods. While this idea is not normally part of macroeconomic policy discussions, it is common sense in many other settings. (For instance, both supporters and opponents of minimum wage increases share the idea that higher wages may raise labor productivity.) It is likely that some of the fall in productivity growth would have happened independently of the Great Recession and the subsequent period of weak demand. A disproportionate share of the productivity slowdown is accounted for by the electronics, telecommunications and information sectors. This may well reflect technological (or measurement) issues specific to these industries rather than macroeconomic conditions. But, as discussed in Section 3.2 below, the productivity slowdown is widespread; most of it is accounted for by industries that did not see any acceleration of productivity in the 1990s. There are quite a few plausible ways this broadly distributed productivity slowdown could be explained by weak demand. Here are several stories to explain this.

*The productivity slowdown is widespread; most of it is accounted for by industries that did not see any acceleration of productivity in the 1990s.*
<table>
<thead>
<tr>
<th>POSSIBLE LINKS FROM DEMAND TO PRODUCTIVITY</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Increased hours</strong></td>
</tr>
<tr>
<td><strong>Less pseudo employment</strong></td>
</tr>
<tr>
<td><strong>Increased work effort</strong></td>
</tr>
<tr>
<td><strong>More capital-intensive production</strong></td>
</tr>
<tr>
<td><strong>Innovation responds to demand and costs.</strong></td>
</tr>
</tbody>
</table>

---

15 One of the few attempts to measure this kind of disguised unemployment in modern economies is Eatwell (1997).
All of these stories imply that higher demand should lead to higher measured labor productivity. Some of them—especially the first few—suggest a more or less immediate response of productivity to changes in demand, but also one that cannot continue indefinitely. These are best seen as forms of hysteresis, or reasons why short-term potential

---

16 For example, a recent article on Tesla notes that “a few years ago, Tesla broke ground on ... a facility in Nevada that will supply it with batteries on a massive scale ... economies of scale will make Tesla’s batteries cheaper than those from third parties.” To the author of this article and, presumably, to Tesla executives, it is obvious that as the number of batteries produced rises, the cost per battery will fall (Lee 2017).
may diverge from medium-term potential. They imply that a transient period—perhaps several years—of high demand and perhaps higher inflation could shift productivity and demographically adjusted employment back to their pre-recession trends, after which the space for demand policy to boost output would be exhausted.

Other mechanisms, especially the last two, are presumably slower. These will come into play only in the context of a sustained “high-pressure” (or “low-pressure”) economy, when demand pushes up against supply constraints (or falls short of them) consistently over a number of years. If these stories are important, then demand-boosting policy may indeed lead to rising wages, rising inflation, bottlenecks, and so on. (In the terms introduced earlier, the economy will be operating above short-run potential.) But if demand keeps pushing against supply constraints, eventually supply will adjust. If these later stories, focusing on innovation and pure returns to scale, are the important ones, then it is possible that strong demand can lead to faster output growth indefinitely. (The middle stories, focusing on investment and labor reallocation, presumably operate on intermediate time scales.)

Our economic problem is not that machines are replacing labor, thanks perhaps to wages that are too high. Rather, it is that machines are not replacing labor, because wages are too low.

If we follow the logic of the later stories a step further, we could even say that in the long run, our economic problem is not that machines are replacing labor, thanks perhaps to wages that are too high. Rather, it is that machines are not replacing labor, because wages are too low. An important strand of development economics has argued that the low wages of poor countries that have led to low productivity there, and not vice versa. Similarly, there’s a well-known argument that the reason the industrial revolution happened first in Britain rather than in China or India (or Italy or France) is not that the necessary technical innovations were present only in Britain. They were present many places, but it was the uniquely high cost of British labor that made them profitable to adopt for production. But we needn’t accept these broad historical claims to think that the efficiency with which labor is used will depend, in part, on its price and availability. There are many reasons to think that a high-pressure economy, in which unemployment is low and wages are rising, will be more conducive to the various processes that raise output per worker.

Most importantly, right now we don’t need to know whether the link between demand and productivity is a short-run hysteresis phenomenon or based on the longer-run factors of innovation and pure returns to scale. Either way, there is considerable scope for continued
expansionary policy. The distinction between short-run hysteresis and a longer-run link between demand and productivity will only become important after a few years of a high-pressure economy, once the pre-2008 trend has been regained. At that point, hopefully, we will have more evidence as to whether higher demand can continue to boost productivity growth.

Longer-run demand effects on productivity are challenging for many economic models, in which spending decisions are made with respect to a start from a real endowment of resources and technology. But the shorter-run hysteresis stories, including effects of demand on productivity, are possible to incorporate into the DSGE models widely used in macroeconomics. Adding hysteresis to these models naturally leads to a prescription of more expansionary monetary and fiscal policy in response to downturns (Engler and Tervala 2016; Kienzler and Schmid 2014). For economists who are reluctant to accept claims that are not backed up with such formal models, this work may be reassuring.

3.2 THE SLOWDOWN PRODUCTIVITY GROWTH HAS COINCIDED WITH EXCEPTIONALLY WEAK INVESTMENT SPENDING.

Over the short run, labor productivity is likely to be procyclical because existing labor and capital are more fully used during booms, and underused during slumps. The first three stories in Section 3.1 are various ways of looking at this kind of link between productivity and demand. As we look at longer periods, this kind of straightforward underutilization—though by no means impossible—seems less likely. Over longer periods, the most straightforward link between demand and productivity is via investment spending. More investment means that each worker has more capital to work with. Since innovation is normally embodied in particular capital goods and has spillovers to other firms and industries, more investment also likely leads to higher output per worker even where measured capital-intensity does not rise. Conversely, weak investment implies more labor-intensive production techniques, and less productivity-boosting innovation. Economists sometimes try to distinguish between these two channels through the use of a production function, in which total factor productivity (TFP) represents the output of a given combination of workers and capital. It is not clear how meaningful such estimates are, since they depend on a number of unobservable parameters. Labor productivity is more straightforwardly measurable. But one can be agnostic about the value of the production-function technique and still see a clear link between investment and productivity growth.

In this light, a central fact about the current business cycle is the exceptionally weak growth in investment spending. Figure 13 shows peak-to-peak growth in real investment
spending in each of the past ten business cycles. As the figure shows, there is no precedent for the weakness of investment in the current cycle. Nearly ten years later, real investment spending remains less than 10 percent above its 2007 peak. This is slow even relative to the anemic pace of GDP growth, and extremely low by historical standards. In the three previous cycles lasting that long, real investment spending had increased anywhere from 30 to 80 percent. Even shorter cycles saw substantially greater investment growth.

FIGURE 13 Cumulative real growth of private nonresidential fixed investment from business-cycle peak. Source: BEA, author’s analysis.

As the figure shows, not only is investment growth weak in this cycle so far, it is getting even weaker. By the BEA’s preferred measure, real investment spending peaked in the third quarter of 2015 and has declined slightly since then. And even this may overstate the real strength of investment. In 2013, the BEA made a major revision to the way it calculates investment spending, adding R&D and the production of intellectual property (movies, music, etc.) to the spending on plant, equipment and software that had previously been counted as investment. During the most recent cycle, business spending on IP production has been considerably stronger than other forms of investment. While there are good

---

17 The series is Private Nonresidential Fixed Investment, deflated by the BEA’s implicit price deflator for private nonresidential fixed investment. Each series is set to 100 for the quarter designated a business cycle peak by the (National Bureau of Economic Research (NBER).
arguments for (and against) including this type of spending with investment, it is unlikely to have the productivity-boosting effects of more traditional forms of investment. If we limit our measure of investment spending to plant and equipment plus R&D, the current expansion looks even weaker at only 7 percent above the 2007 peak.

The link between investment spending and productivity growth is straightforward (if insufficiently emphasized in current debates). Could weak investment spending in turn be due, at least in part, to weak demand? Theories that link businesses’ investment spending to their current sales are known as “accelerator” models of investment. The first modern accounts of business cycles emphasized accelerator dynamics, and they are still found in many forecasting models. But today’s economic theory tends to downplay the accelerator mechanism. After all, the thinking goes, capital goods are long-lived, while demand-driven fluctuations are relatively brief. So business investment decisions should be more sensitive to factors like the expected return and the cost of capital, rather than on current demand.

But there has recently been a revival of interest in accelerator models. As Jason Furman notes, economists at the International Monetary Fund (IMF), OECD and the U.S. Council of Economic Advisors have found that “investment generally follows overall demand”—the path of current spending in an economy can explain most of the behavior of investment. This suggests there may be some merit in the older Keynesian view, in which investment mainly depends on whether current demand can be met with existing capacity; lower interest rates, more favorable tax treatment and similar factors are unlikely to have much effect as long as businesses can comfortably meet current demand with existing capital. As Furman observes, the simple demand story explains much, though not all, of the variation we see in investment growth: stories that “blame weak investment on pessimism and uncertainty among businesses, government regulations, limited access to credit, or … taxation … are harder to square with the data” (Furman 2015).

Weak investment growth offers a clear link between demand and productivity growth. (And if one accepts the accelerator story in general, slow investment growth then becomes an independent piece of evidence for continued weak demand.) If the accelerator mechanism is real, then central bankers and other policymakers who treat weak productivity growth as a supply constraint may be making a self-fulfilling prophecy. In the view of those who see the U.S. economy as currently close to potential, the slowdown in productivity growth represents a negative technology shock—an exogenous decline in the economy’s productive capacity. In this view, the appropriate response of the Fed is to raise interest rates, to bring spending down to the new, lower path of potential output. But what if Furman is right, and weak investment is itself the result of weak demand, while low productivity growth in turn reflects weak investment? Then the Fed’s contractionary stance will in fact be contributing to the productivity slowdown to which it believes it’s responding.
3.3 THE PRODUCTIVITY GROWTH SLOWDOWN IS WIDELY SHARED ACROSS SECTORS, EVEN LESS TECHNOLOGY-INTENSIVE ONES.

One common argument for seeing the productivity slowdown as a negative technology shock is that it is simply the flipped of the positive shock of the “tech boom” of the 1990s. In this view, the fact that the slowdown in productivity was not predicted before the recession should not be seen as evidence that it is the result of the recession. Rather, it is simply the correction of an earlier, mistaken extrapolation from a period of exceptional productivity growth. Probably the most influential statement of this view is found in Gordon (2016), but it is widely held among policymakers. For example, John Fernald of the San Francisco Fed describes the productivity slowdown as follows: “Information technology fueled a surge in U.S. productivity growth in the late 1990s and early 2000s. However, this rapid pace proved to be temporary, as productivity growth slowed before the Great Recession” (Fernald 2015).

In this view, slow investment growth presumably reflects lower expected profits, rather than weak demand.

One problem with this view is that it requires an exceptionally unlucky coincidence. The end of the housing bubble, the financial crisis, and the related fall in spending by households and businesses are a demand shock—a change in desired spending. Technological exhaustion, as postulated by writers like Gordon and Fernald, is a supply shock—a change in the economy’s productive potential. To frame the post-2008 slowdown in productivity growth as the result of autonomous technological factors is to say that the worst demand shock in more than 60 years was immediately followed by the worst supply shock in more than 50 years, by sheer chance. (See Blanchard, Cerutti, and Summers 2015 on this point.)

Still, unfortunate coincidences do occur. A stronger objection to the technological-exhaustion view is that it seems inconsistent with the larger macroeconomic picture. A negative supply shock is normally associated with higher inflation as well as lower output growth. And if the return on capital has fallen, that should mean a lower share of income flowing to capital owners. But as discussed in Section 4.1 below, in fact we see the opposite.

A second problem with the information-technology story is that labor productivity growth is low not just relative to the late 1990s and early 2000s, but also to any other

---

18 Fernald continues: “Furthermore, looking through the effects of the economic downturn on productivity, the reduced pace of productivity gains has continued and suggests that average future output growth will likely be relatively slow.” This is a good example of the danger the present paper is warning against, that the mere persistence of slow growth will be taken as evidence that it is a supply-side phenomenon out of reach of macroeconomic policy. In this way, a failure to solve demand problems in the past can become an argument against trying to solve them in the future.
extended period in postwar history. And, critically, it is not particularly concentrated in the information-technology sectors, but is widely distributed across industries—including many that did not share in the late-1990s boom.

In the U.S., as in other advanced countries, productivity dynamics are normally dominated by a handful of sectors. Most productivity gains are accounted for by a relatively small number of capital-intensive industries, while others—many services, but also construction—show little or no productivity improvement over long periods. The tech boom of the late 1990s and early 2000s, with its rapid productivity gains in the broadly defined information sectors, was a typical example of this. If the productivity slowdown of the past decade represented an exhaustion of technological progress, one would expect the slowdown to be concentrated in the same industries that have most benefited from technological progress historically. This is the implicit hypothesis behind claims that the overestimate of future productivity gains prior to the recession simply represented a misguided extrapolation from the tech boom period. But when we turn to the data, this is not really what we see.

*It is immediately clear that, while the high-tech sectors do account for a disproportionate share of the productivity slowdown, it is not limited to these sectors. On the contrary, what’s most striking about the productivity slowdown is how widespread it is.*

The BEA publishes productivity data for 67 disaggregated industries. To avoid the dynamics of the Great Recession itself, we’ll look at the period 2011-2015 (2016 industry-level data is not yet available), compared with the 2001-2007 expansion. It is immediately clear that, while the high-tech sectors do account for a disproportionate share of the productivity slowdown, it is not limited to these sectors. On the contrary, what’s most striking about the productivity slowdown is how widespread it is. Compared with 2001-2007, productivity growth in 2011-2015 was 1.6 points per year slower, essentially all of which is slower within-industry growth. The high-tech sector accounts for about 0.65 points per year of this, or about 40 percent. But the slowdown in productivity is remarkably widespread. Over 80 percent of the industries broken out by the BEA show slower productivity growth in the second period than in the first.

---
19 Here and in Figure 14, we define the high technology industries as broadcasting and telecommunications, computer and electronic products, computer systems design and related services, and information and data processing services.
This is shown in Figure 14. For each industry, productivity growth in the first period is shown on the horizontal axis; productivity growth in the second period on the vertical. The diagonal line shows equal rates of productivity growth in the two periods. The points are colored by sector, and scaled by employment. As is clear, the vast majority of industries, representing the vast majority of employment, showed slower productivity growth in the second period than in the first. If the main story was the end of the 1990s tech boom, and over-optimistic extrapolation from that period, then the largest declines in productivity should be found in the industries that made the biggest gains in the earlier period.

Graphically, the slope of the line would be flatter than 45 degrees. But that is not what we see. Rather, the main change is a downward shift in productivity growth. For the most part, productivity in industries that showed modest productivity gains in the earlier period decelerates just as much as in those that saw faster gains.

It is true that the largest slowdowns took place in the tech sectors—the three large red circles to the right of Figure 14 are, from left to right, broadcasting, information and computer manufacturing. But the productivity slowdown is far from limited to these industries—the great majority of points in the figure fall below the diagonal line. Again,
about 40 percent of the overall decline in productivity growth is accounted for by sectors where the declining return on information technology is plausibly a big part of the story. But most of the decline is accounted for by sectors like real estate, retail and wholesale trade, food and beverages, and transportation. It is hard to explain the productivity slowdown in these sectors in that way.

### 3.4 PRODUCTIVITY AND THE BUSINESS CYCLE

Besides the widespread nature of the productivity slowdown, there is a second, more subtle, but important, line of evidence suggesting that the slowdown may be due to weak demand. This is precisely the fact that the past decade has seen large declines in both productivity and employment growth. Both theory and history suggest that extended periods of below-average productivity growth are normally periods of above-average employment growth, and vice versa. During business cycles, on the other hand, employment and productivity move together. So the fact that both productivity and employment have grown slowly since 2007 makes the last decade resemble an extended recession, more than the kind of medium-run shocks the economy has experienced in the past.

*The fact that both productivity and employment have grown slowly since 2007 makes the last decade resemble an extended recession.*

In the supply side story, the slow labor force growth of the past decade is due to demographic and other social factors reducing the supply of available labor, while the productivity slowdown is independently due to a decline in technological progress. Both are supposed to be exogenous changes, independent of the state of demand. But a little thought suggests that this story is harder to sustain than it seems at first glance. (We will return to this point in Section 4.1.) Over the medium term, we would expect these two components of output growth to move inversely, not together.

Both common sense and economic theory suggest that sustained periods of slow labor force growth should see an acceleration of labor productivity. A reduced supply of workers means that labor is scarcer; this implies rising wages and a greater return on laborsaving innovations. It also means that any scarce resources are available in greater amounts per worker. As a result, we would expect to see an exogenous slowdown in labor force growth associated with more rapid productivity growth.
Conversely, technological change is normally laborsaving. (This doesn’t have to be true as a matter of logic, but it is a very clear general pattern from the past 200-plus years of economic growth.) Slower technological progress should mean more labor-intensive production, which means more employment for a given level of demand. In other contexts, we often think of technology as reducing jobs. Logically, if faster technological progress reduces employment, slower progress should increase it. So an exogenous slowdown in productivity growth should be associated with more rapid employment growth.

And indeed, for the U.S. and many other advanced countries, this is exactly what we see. Over periods of more than a few years, faster productivity growth is associated with slower employment growth, and vice versa.

But over shorter periods, the opposite pattern appears. Around business cycle turning points in particular—recessions and recoveries—productivity and employment growth are normally in sync. The fact that output, employment and productivity move together over the business cycle has been recognized by empirically oriented macroeconomists since the early 20th century. The fact that productivity falls during recessions means that employment varies less over the cycle than output does.

This behavior is quite stable over time, giving rise to Okun’s law, an empirical regularity that is a standard tool of macroeconomic forecasting. In the U.S., Okun’s law says that the unemployment rate will rise by one point for each 2.5-point shortfall of GDP growth over trend—a ratio that doesn’t seem to have changed much since Arthur Okun first described it in the mid-1960s (Okun 1962).

The different relationships between employment and productivity growth over different time periods are shown in Figure 15.

---

**Okun’s Law:** The unemployment rate will rise by one point for each 2.5-point shortfall of GDP growth over trend.

---

20 See the many predictions of automation, robots replacing human labor, etc.
The figure shows the coefficient of a regression of employment growth on productivity growth over various periods, from one quarter out to 40 quarters. (This is based on postwar U.S. data.) Over periods of a year or less, the correlation is positive. Six-month or nine-month periods in which employment growth was unusually weak are likely to have seen weak productivity growth as well. This is the cyclical effect discussed above. But over longer periods, autonomous variation in productivity and labor supply are more important, and these tend to produce a negative relationship between employment and productivity. And that’s exactly what we see. A ten-year period in which productivity grew unusually quickly is very likely to be one in which employment grew slowly, and vice versa.

**The period since 2007 has seen close to the slowest employment growth of the postwar period and close to the slowest productivity growth.**

This relationship was quite stable in the 60 years between 1947 and 2007. But in the past decade it has completely broken down. The period since 2007 has seen close to the slowest employment growth of the postwar period and close to the slowest productivity growth.
It is normal for employment and productivity to move together for a couple quarters or a year, but very unusual for this joint movement to be sustained over nearly a decade. In the postwar U.S., at least, periods of slow employment growth are much more often periods of rapid productivity growth, and vice versa.

To put it another way: The past decade has seen exceptionally slow growth in employment—about 5 percent over the full period. If you looked at the U.S. postwar data, you would predict with a fair degree of confidence that a period of such slow employment growth would see above-average productivity growth. But in fact, the past decade has also seen very low productivity growth. The relation between the two variables has been much closer to what we would predict by extrapolating their relationships over periods of a year. In that sense, the current slowdown resembles an extended recession more than it does previous periods of slower growth. And since no one disputes that the demand side drives recessions and recoveries, this creates a prima facie case that the weakness of the current expansion may be demand driven as well.

*The current slowdown resembles an extended recession more than it does previous periods of slower growth.*

As we’ll see in the next section, the macroeconomic picture looks even more like an extended period of weak demand when we look at additional variables such as inflation, wages and interest rates.
The big picture: Overheating?

4.1 THE OVERALL STATE OF THE ECONOMY IS HARD TO RECONCILE WITH A STORY IN WHICH WE ARE FACING SUPPLY CONSTRAINTS.

In the conventional story, productivity is supposed to be driven by technology, so a slowdown in productivity growth reflects a decline in innovation and so on (Gordon 2012). Employment is driven by demographics, so slower employment growth reflects aging and small families. Both of these developments are negative shifts in aggregate supply, so they should be inflationary. If the economy’s productive potential declines, then the same growth in demand will instead lead to higher prices. To maintain stable prices in the face of these two negative supply shocks, a central bank would have to raise interest rates in order to reduce aggregate spending to the new, lower level of potential output. This is not what we have seen. We have seen declining inflation even as interest rates are at historically low levels. So even if you explain slower productivity growth by technology and explain slower employment growth by demographics, you still need to postulate some large additional negative shift in demand.

What are the major macroeconomic developments of the past ten years compared with the previous fifty? For the U.S. and most other developed countries, the list looks like:

- Low and falling inflation
- Low and falling interest rates
- Slower growth of output
- Slower growth of employment
- Low business investment
- Slower growth of labor productivity growth
- A declining share of wages in income

Any macroeconomic story has to make sense of the whole picture. And while it’s easy to think of stories about the economy’s underlying productive capacity that work for individual items, it’s practically impossible to explain the whole combination except through weak demand.
Let’s think about this in the aggregate supply-aggregate demand framework used by economics textbooks and most macroeconomic policymakers. In that framework, low inflation must be the result of a negative demand shock, a positive supply shock or a shift toward more contractionary policy—higher interest rates or the equivalent. Setting aside the demand story for a moment, what do we have?

The textbook says that, over the long run, interest rates must reflect the marginal product of capital—the central bank (and monetary factors in general) can only change interest rates in the short run, not over a decade or more. Consequently, a sustained decline in interest rates must mean a decline in the marginal product of capital. This is consistent with slower productivity growth. But there is a problem. The return on capital should also reflect its marginal product, so a declining marginal product of capital should imply a lower share of profits in national income, and a rising share of wages—just the opposite of what we’ve seen.

Another problem is that a declining marginal product of capital is a negative technological shock. And negative technological shocks should be associated with rising inflation—if the productive capacity of the economy grows more slowly, the same flow of spending will bid up the prices of existing goods rather than call forth new production. But rising inflation is, again, the opposite of what we’ve actually seen.

Employment growth in this framework, meanwhile, is determined by demographics, or perhaps by structural changes in labor markets that change the effective labor supply. Slower employment growth means a falling labor supply—and that should, again, be inflationary, and it should be associated with higher wages. If labor is becoming relatively scarce, its price should rise. It doesn’t matter whether we think of wages as being set by the marginal product of labor or by a bargaining process between workers and employers, since in this case, the two stories agree. A fall in the labor supply will increase the bargaining power of workers, and it will also raise the marginal product of labor as it’s withdrawn from the least productive activities—that’s what “marginal” means. Either way, the demographic story of falling employment is inconsistent with low inflation, with a falling wage share and the slowdown in productivity growth. But until recently, the slowdown in employment growth was not accompanied by a rise in wages or the wage share. And broader measures of labor market conditions suggested that labor markets were still weak (Pacitti and Fichera, 2015; Pacitti, 2017).

It is true that in the past year, the wage share has risen. But this increase is modest, especially given the headline unemployment rate, and not nearly enough to offset the

---

21 An increase in market power could help explain the combination of low interest rates, high profit rates and weak investment. Profitable companies with access to cheap finance may nonetheless decline to expand if they enjoy stable monopolies in their markets. There is a strong case for seeing demand-boosting policy and strengthened anti-trust enforcement as complements (Konczal and Steinbaum 2016).
declines in previous years. Indeed, while real hourly compensation did increase by 2.7 percent in 2015—the fastest rate in nearly 20 years—this followed an extended period (2008 to 2013) in which there was no increase in real hourly compensation at all. And in 2016, real compensation growth fell back to a more modest 1.2 percent. So the broader wage picture still looks like one of weak labor demand. Compensation may accelerate again, and other labor-market measures—like the number of job openings and the rate of voluntary quits—do suggest a tighter labor market. But even if this was the case in the past year or so, we still have to explain the slow growth in the previous five years.

Both weak labor markets and slower growth of labor productivity might be explained by an increase in labor supply, but then why has employment decelerated so sharply? More often, productivity is taken as technologically determined. Slower productivity growth then implies a slowdown in innovation—which at least is consistent with low interest rates and low investment. But this “negative technology shock” should, again, be inflationary. And it should be associated with a fall in the return to capital, not a rise.

On the other hand, the decline in the labor share is often understood to reflect a change in productive technology that encourages substitution of capital for labor. For example, the IMF’s most recent World Economic Outlook attributes about half of the long-term fall in the labor share to technological progress, particularly in information and telecommunications, that allowed many jobs to be automated (IMF 2017). We don’t take a position here on whether this is a reasonable way to think about the longer-term trend in factor shares. But it faces obvious problems as applied to the past decade in the U.S. (and other countries with similar experiences). After all, this is the same period that writers like Gordon (2016) and Fernald (2015) say has seen a decline in productivity growth thanks to the exhaustion of information technology. In isolation, stories that explain a falling wage share by rapid technological progress, and falling productivity growth by slow technological progress, may each seem plausible. But both cannot be true simultaneously. We also may wonder how an explanation of falling wage shares in terms of capital deepening is reconciled with the fall in interest rates, and with weak investment. To replace workers with robots, someone has to make the robots, and someone has to buy them. And again, by definition, this raises the productivity of the remaining workers.

Excessively contractionary policy by the central bank could explain much of the phenomena above. But there’s an obvious problem. The interest rate set by the Fed has been at zero for the past decade, and the Fed has taken unconventional expansionary policy as well. Yes, you could certainly argue—as many people have—that even this exceptionally expansionary stance was not expansionary enough. But then you still need to postulate an exceptionally deep and persistent negative demand shock, to explain why such extremely loose monetary policy was needed.
As stated above, it is not hard to tell a supply-side story that does a good job explaining one or a couple of the phenomena listed above. Much of current macroeconomic policy debate relies on a mix of disconnected stories that fit a couple pieces but are contracted by other pieces, and by each other. (On Mondays and Wednesdays, wages are low because technological progress has slowed down, holding down labor productivity. On Tuesdays and Thursdays, wages are low because technological progress has sped up, substituting capital for labor.) But it is very hard to tell a supply-side story that is consistent with the whole set at once.

Another problem with the supply-side story is the fact that the slowdown happened immediately after the deepest recession in postwar U.S. history. Almost no one disputes that the recession itself was driven by demand. So it would be quite a coincidence if the deepest fall in aggregate demand since the Great Depression just happened to be followed by an unrelated collapse in aggregate supply.

To believe the supply-side story, you need not just one but a series of coincidences. You have to believe that just as the economy recovered from the financial crisis, there was a steep slowdown in employment driven by demographic change. And at the same time, there was an unrelated slowdown in the pace of technological innovation. Even then, you still need an independent fall in demand to explain why the negative shocks to labor and technology did not produce the inflation that the textbook predicts. And the timing has to be perfect: if the demographic decline in the labor force had come a few years earlier, there would have been no rise in unemployment during the recession, while if it had had come a few years later, we would still be looking at high unemployment today. Since we need a fall in demand in any case, Occam’s razor suggests we should prefer stories in which that drives everything else: a weak labor market discourages labor force participation, while weak demand in product markets and stagnant wages together discourage productivity-boosting innovation. Rather than a precisely synchronized series of unobservable shocks, this story requires just one, which we have in fact observed in the form of the financial crisis.

The need to look at the full macroeconomic picture to distinguish supply from demand was expressed forcefully by DeLong and Summers (2012). They argue that interpretations of the fall in GDP as a decline in potential are missing an “elementary signal extraction point”: a fall in potential output implies a simultaneous fall in production and increase in inflation. Just as a simultaneous fall in the price and quantity sold of a given good can’t be explained by a fall in supply of it but only by a fall in demand for it, a simultaneous slowdown in production and prices in the economy as a goal suggests a fall in aggregate demand, not in aggregate supply.

---

22 Exceptions include a few economists at the University of Chicago and similar “freshwater” institutions, who blame the downturn on a fall in productive potential due to increased regulation and government spending. For a good example, see Casey Mulligan, The Redistribution Recession. But this is very much a minority position.
Consequently, we shouldn’t base our judgments about potential output merely on GDP itself, or on its components (employment and productivity). We need to look at other macroeconomic variables as well, such as inflation. A decline in the economy’s productive potential will be associated not just with slower output growth, but with higher inflation and with rising interest rates—the textbook response to a negative supply shock. When we see a simultaneous fall in output, inflation and interest rates, we are looking at a situation of inadequate demand.

This point is illustrated in Figure 16, which shows the percentage change in productivity, employment and prices over every ten-year period from 1947-1957 through 2006-2016. The colors show inflation—periods with moderate inflation are gray, periods with unusually high inflation are yellow and periods with unusually low inflation are blue. Growth between 1990 and 2000 is, for instance, represented by the point labeled “2000”. During this decade, total employment rose by about 20 percent while productivity rose by a total of 15 percent, implying an annual real growth of 3.3 percent, very close to the long-run average.

![10-Year Employment and Productivity Growth and Inflation](image-url)

**FIGURE 16** Employment growth, productivity growth and inflation over rolling 10-year periods. The horizontal axis shows the average rate of employment growth and the vertical axis shows the average rate of labor productivity growth, both for the decade ending in the year shown. The color of the text corresponds to the average inflation rate over the period—yellow is high inflation, blue is low. The diagonal is a regression line. *Source: BEA, author’s analysis.*
As we can see, most of the periods are distributed along the main diagonal running from upper left to lower right. It’s easy to interpret these points in terms of supply side stories. Toward the upper left are periods of slow labor force growth and rapid productivity growth; these will be times when slow labor force growth was encouraging laborsaving innovations, and/or when rapid innovation meant that automation displaced jobs more rapidly than they could be replaced. In the lower right are periods of rapid employment growth and slow productivity growth; these are times when rapid growth of the labor force and/or slower innovation shifted the mix of jobs toward more labor-intensive, less productive activities. As the figure shows, most of the medium-term macroeconomic variation in the postwar U.S. can be understood in these terms, but there are two exceptions.

The first is the 1970s, when both employment and output per worker rose rapidly. To some extent, this may have reflected a combination of large numbers of young people entering the labor force and the dissemination of various new technologies. But as the colors show, this was also a period of high inflation, and we also know that it was the period during which the labor share of output reached its peak, and when the Fed, eventually, felt compelled to sharply raise rates. As a result, it is natural to see this as a period of exceptionally strong demand: a “high-pressure economy,” in the language of the time. The other exception is, of course, the current period.

In other words, yellow points above the line suggest positive demand shocks—an increase in spending can increase output growth above trend, at least for a while, but will pull up prices as well. Alternatively, we can think of yellow points below and to the right of the line as suggesting negative supply shocks. If the productive capacity of the economy declines for some reason, output growth will slow, and prices will rise as private actors—abetted by a slow-to-react central bank—attempt to increase spending at the usual rate. Similarly, blue points above the line suggest positive supply shocks. And blue points below the line suggest negative demand shocks. As DeLong and Summers say, if a fall in employment and output is accompanied by low or falling inflation, it probably reflects a fall in desired spending, not in the economy’s productive potential. Yellow points below the line suggest negative supply shocks—the best case for this is the decade 1973-1983.

We immediately see what an outlier the recent period is. Both employment and productivity growth over the past ten years have been dramatically slower than over the preceding decade, at about 5 percent each, down from about 20 percent. The ten-year periods from 2000-2010 and 2001-2011 were the only such examples in postwar U.S. history during which total employment actually declined. The abruptness of the deceleration on both dimensions is a challenge to views that slower growth is the result of deep structural forces. And the combination of the slowdown in output growth with falling prices—especially given ultra-low interest rates—strongly suggests that we’ve seen
a negative shift in desired spending (demand) rather than in the economy’s productive capacities (supply).

Another way of looking at this is as three different regimes. In the middle is what we might call “the main sequence.” Here there is steady growth in demand, met by varying mixes of employment and productivity growth. On the upper right is what gets called a “high-pressure economy,” in which low unemployment and strong demand draw more people into employment and facilitate the reallocation of labor and other resources toward more productive activity, but put upward pressure on prices. On the lower left is stagnation, where weak demand discourages participation in the labor force and reduces productivity growth by holding back investment, new business formation and by leaving a larger number of those with jobs underemployed, and persistent slack leads to downward pressure on prices (though so far not outright deflation). From the perspective of macroeconomics, the past decade has been a sort of anti-1960s.

4.2 POTENTIAL IS NOT A HARD LINE; POLICY NEEDS TO TAKE INTO ACCOUNT NOT ONLY WHERE IT IS, BUT THE CONSEQUENCES OF GUESSING WRONG.

A final and important problem is that it is not enough to know where the full employment or potential output line is. Policymakers also need to consider the risks of overestimating potential output versus underestimating it. The costs of inadequate demand are clear: in the short run, unemployment and useful goods and services not produced. And in the long run, if you accept some version of hysteresis, there is a diminished labor force and less productive businesses. Under current conditions, though, the costs of excessive demand are less obvious. We normally think of these costs in terms of “overheating” or “crowding out,” but what do these terms concretely mean?

_Policymakers also need to consider the risks of overestimating potential output versus underestimating it._

During the 1960s and 1970s, it was widely believed that central banks could trade off unemployment against inflation, accepting more of one in return for less of the other. The idea of that sort of tradeoff has become deeply unfashionable in recent decades. But in today’s conditions, this kind of reasoning may again be relevant. As Blanchard (2016) argues, structural changes in the U.S. economy have weakened the relationship between
unemployment and inflation; it no longer seems to be the case that when unemployment falls below the NAIRU level, that will reliably lead to a substantial rise in inflation. So while historically it may have been the case that the goals of stabilizing inflation and stabilizing unemployment lined up, today “the Fed faces a tradeoff between stabilizing unemployment and stabilizing inflation,” and there is no reason to think that hitting its price stability target perfectly is the socially optimal policy. If lowering unemployment by one point would raise inflation by only 0.2 points, as Blanchard estimates, that presents “a very attractive tradeoff between inflation and unemployment.” Given the existence of hysteresis, there is an argument “to lower unemployment below the natural rate for some time.”

*While historically it may have been the case that the goals of stabilizing inflation and stabilizing unemployment lined up, today “the Fed faces a tradeoff between stabilizing unemployment and stabilizing inflation,” and there is no reason to think that hitting its price stability target perfectly is the socially optimal policy.*

The effects of more expansionary policy that are normally considered costs may in fact be benefits in today’s conditions. It is incumbent on FOMC members and other policymakers who support contractionary policy to explicitly state what they believe the costs of overheating are. Ten or twenty years ago, the fact that the economy was at full employment could be sufficient justification for a shift toward more restrictive policy. But today that is not enough; it’s also necessary to explain why overfull employment is undesirable.

So why do many policymakers think that once full employment is reached, further expansionary policy is useless or harmful? The simplest answer is that, as long as there are unused resources in the economy, increased spending will put them to work. But once there are no more unemployed workers, idle machines or empty buildings, additional dollars will instead bid up the price of the goods already being produced. In this story, overheating just means higher inflation.

A more sophisticated version of the story focuses on the labor market specifically. In this story, found in the standard “three equation models” used in advanced undergraduate textbooks and macroeconomic forecasting, nominal wage growth is determined in a formal or informal bargaining process in which the strength of the two parties depends on the unemployment rate. When unemployment is low, workers have many alternatives and
can demand faster wage increases. When unemployment is high, the advantage is on the employers’ side, and wage growth will be slow. The goal for the central bank, then, is to keep unemployment at the level where nominal wage gains are just equal to productivity growth plus the target inflation rate. In this version, overheating means faster wage growth, which, presumably, will lead to higher inflation.

A third version of the story is that as demand rises past the limits of what the economy can produce, interest rates will rise. In older versions of this story, like the well-known IS-LM of Hicks, this interest rate rise happened automatically as credit reached the limits of the liquidity available to the economy. In more recent versions, interest rates rise because the central bank increases them once the economy reaches potential. Either way, excess spending by government (or consumption spending by households) “crowds out” productive investment.

So we have to ask: Are these stories still valid under current conditions? Would the consequences of too much demand (higher inflation, faster wage growth, higher interest rates) really be bad things under current conditions? And if so, how do we weigh their costs against the other side of inadequate demand?

Some form of the first story must be true, by definition. We can see this using a straightforward accounting identity:

\[
\text{(3) Percent change in nominal spending} = \text{percent change in real output + inflation rate} = \text{percent growth in employment + percent change in productivity + inflation rate}
\]

A dollar of additional spending on goods and services must result either in additional goods and services being produced, or a higher price of the ones already being produced. There is nowhere else for the money to go. And an increase in the quantity of goods and services being produced can only come through more workers being employed, more being produced by each worker, or some combination of the two. So if we think that the current unemployment rate means that no more workers are available, and that productivity increases are independent of demand, at this point further spending increases can only mean faster inflation.

As a matter of logic, this story is inarguable, but it raises two questions. First does the current unemployment rate in fact mean that higher spending cannot call forth higher real output? The arguments in Sections 1 and 2 suggest not. There is good reason to think that with

23 With one caveat: It is strictly true only for a closed economy. For a discussion of whether foreign trade creates a constraint for expansionary policy, see Mason 2016, “Dealing with the Trade Deficit”.
stronger demand, labor force participation and labor productivity would rise. If we accept
one or both of those claims, then there is additional output and—in the first case—possible
employment that we won’t see without some intervention to raise the level of spending in
the economy. But even if we are skeptical about those stories, we still have to ask how serious
a cost higher inflation is at this moment. By most measures, inflation remains below the 2
percent target set by the Fed. If policy shifts rapidly in a contractionary direction, there is
no guarantee that the target will ever be reached, especially if something else—a recession
or negative shock—reduces private spending in the near future. It is hard to argue that the
danger of higher inflation is an argument for contractionary policy when, as Larry Summers
observed recently in The Washington Post, “our problem today is insufficient inflation.”

Many economists have suggested that a higher
target—3 or 4 percent—would give the central bank
more space to lower rates when, as is inevitable,
more expansionary policy is needed in the future.

There is also less consensus that the 2 percent target is appropriate. Many economists have
suggested that a higher target—3 or 4 percent—would give the central bank more space to
lower rates when, as is inevitable, more expansionary policy is needed in the future. There
is little dispute that the Fed’s inability to reduce short-term interest rates below zero, as
its standard policy rule would have called for, limited its ability to counteract the fall in
demand in the 2008-2009 recession. This meant it did less to boost demand than in previous
recessions, leading to higher and more prolonged unemployment and a greater loss of
output than would likely have occurred if it had been possible to lower rates further. While
unconventional policy—quantitative easing, forward guidance, etc.—is intended to overcome
this limitation, it is unclear how effective it is, and it carries costs of its own. A simpler
solution is to allow higher inflation in normal times, so the Fed has more space to move real
rates into negative territory when it needs to. Other economists support targeting the “level
path” of prices rather than the inflation rate, or in other words trying to make up for inflation
shortfalls or overshoots with deviations in the other direction; or support targeting the path
of nominal GDP, or NGDP, rather than the price level. Both of these alternative policy rules
would imply that the Fed should be targeting a higher inflation rate today.²⁴

²⁴ For example, see Binder and Rodrigue’s recent argument that the Fed’s current policy rule is insufficiently focused on
maintaining full employment, and that an NGDP target would perform better. Note they see this as a medium-term goal that
could supplement or replace the current inflation target, rather than a fixed rule that could be implemented automatically
through futures markets, as proposed by some advocates of NGDP targeting.
There is also the question of balance of risks. While some people worry about runaway inflation if the Fed overshoots its target, the empirical evidence strongly supports the idea that expectations are well anchored—that a small rise in inflation would not lead people to expect further rises. And if it does so, it is straightforward to rein it in through a contractionary shift once it becomes a problem. On the other hand, it is entirely possible that the economy will face further deflationary pressures in the coming years. In this case, a policy that appears cautious today could end up being overtight in retrospect. It’s a question of which scenario is more likely, which would be more costly and which would be harder to correct if the Fed does turn out to be wrong.

*If we do want a higher inflation target, there is no way to reach it without a period of overfull employment.*

Obviously, these are controversial positions often involving technical arguments. Our claim here is not that supporters of an alternative inflation target are right; it is that they are not so obviously wrong that the current target can be taken for granted. Supporters of the existing inflation target need to make an affirmative case for it, rather than just asserting that any inflation over 2 percent is unacceptable. We also want to make a slightly more subtle point: If we do want a higher inflation target, there is no way to reach it without a period of overfull employment. The relationship described by Equation 4 works both ways: just as spending beyond the economy’s productive capacity raises inflation, you can’t get higher inflation without spending beyond the economy’s productive potential. So it makes no sense to suggest that a higher inflation target would be desirable, and simultaneously oppose further expansionary policy on the grounds that the economy is already at capacity.

In reality, of course, potential output is not a hard line, after which all prices rise in tandem. As the three-equation model highlights, prices of scarce factors will rise first; wages, in particular, are disproportionately sensitive to business cycle conditions. In the world of economics textbooks, these wage increases are passed on one for one to price increases. In reality, though, there is no reason to think that all wage increases will be passed on to prices; after all, firms have other costs, and there may be constraints on their ability to raise prices. This seems especially true in recent years, when the correlation between wage and price increases has gotten weaker, but it probably never was that close, so we need to consider other possible outcomes.
What happens when wages increase? We can answer this question in a general way with a second accounting identity:

\[ \text{(4) Percent change in nominal wages} = \text{percent change in productivity} + \text{percent change in labor share} + \text{inflation rate} \]

An increase in wages must result in some combination of higher output per worker, higher prices, or a greater share of output going to wages. Together, these three will always add up to the change in wages.

In textbooks, it is normally assumed that productivity is determined by technology, while wage and profit shares are fixed. So any increase in wage growth beyond the given rate of productivity growth must be passed on to inflation. But in the real world, things may not be so simple.

Higher wages may instead be accompanied by faster productivity growth, as in one of the stories in Section 3.3. Alternatively, wages may rise without a corresponding increase in either prices or productivity. Imagine that workers’ wages rise but output doesn’t change, and neither does the price of the finished goods. Since a business’s revenue is unchanged but workers’ income is higher, the income going to capital must be smaller. In other words, the wage share of income rises.

Equation (4) is true by definition. It always holds. It’s important to understand this, to avoid confusion. People sometimes say that the central bank should ensure that real wages don’t rise faster than productivity growth, or that nominal wages don’t rise faster than productivity growth plus the target rate of inflation. Both of these formulas sound reasonable, but it’s important to realize that they are both the same as saying that the central bank should ensure the wage share of income does not rise. This sounds much more problematic, but again, it is exactly equivalent to the two other expressions.

The idea that macroeconomic policy affects the distribution of income follows directly from standard macroeconomics. Let’s say that we believe, as both common sense and the textbooks tell us, that the rate of wage growth depends on the level of unemployment. Suppose we define full employment in the conventional way, as the level of unemployment that leads to nominal wage growth just equal to productivity growth plus the central bank’s inflation target. Then, by definition, any increase in the wage share requires a period of overfull employment, or unemployment below the full employment level. This holds even if you think the labor share in the long run is entirely technologically determined. There still must be transition periods in which wages are rising more rapidly than productivity growth, before the new long-run equilibrium is reached. And this in turn requires a period of overfull employment.
Over the past 15 years, the wage share in U.S. national income has fallen from 63 to 57 percent. (See Figure 17.) Some people think this is normal, desirable or not something the government should be expected to address. But if we do think that the fall in the wage share is a problem, then logically any solution must involve a period of time in which the wage share rises. A rising wage share involves, by definition, nominal wage increases greater than the sum of productivity growth and inflation. And if we take the view—supported by orthodox theory, empirical evidence and common sense—that nominal wage growth depends on the unemployment rate, this requires a period of unemployment below its full employment level. This is a critical point: It is impossible for the wage share to ever rise if the central bank will not allow a period of “excessive” wage growth. A rise in the wage share necessarily requires a period in which wages rise faster than would be consistent with long-term macroeconomic stability.

It is true that, in the past year, there has been an acceleration of wage growth relative to productivity, resulting in an increase in the wage share. But it would take several more years of similar wage growth to reverse the decline in the wage share of the 2000s. If the Fed treats any wage growth above productivity growth as a sign that growth is happening too rapidly, then the fall in the wage share cannot be reversed, no matter what happens to labor supply or technology. Logically, you cannot believe at the same time that the rising share of capital

---

**FIGURE 17** Total compensation (wages plus supplements, plus the labor share of proprietor’s income) as a share of national income. Source: BLS.
in national income is a problem, and that there is no space for expansionary policy once full employment is reached. This is especially serious since the unemployment target is missed so often from the other side. If there are periods of excessively high unemployment but no periods of excessively low unemployment, there will be a kind of ratchet effect where the labor share can only go down, never up.

This is not part of textbook macroeconomics—the shares of labor and capital are normally considered to be long-term, supply-determined outcomes. But in recent years, there has been increasing recognition among macroeconomists that nominal wage growth below the sum of inflation and productivity growth necessarily implies a falling wage share (Binder and Rodrigue 2016; Bivens 2015). Since wage growth is closely related to macroeconomic variables, especially unemployment, the declining wage share is not purely the result of supply-side factors like technology, trade and education, but also reflects the macroeconomic policy chosen by the Fed.
Conclusions

The question of how close the economy is to potential is one of the most important questions for macroeconomic policy today. We should not take for granted that a low headline unemployment rate means that the economy has returned to full employment and full utilization of its productive capacity. We must critically examine this claim, using the full range of evidence available. When this is done, we have suggested, it is much harder to sustain the view that the economy is close to potential than it appears at first glance. There is a strong case to be made that, a full decade after the financial crisis, the fundamental problem in our economy remains a lack of demand.

In this paper, we have approached the question of potential output from a number of directions. We have shown that the current deviation of GDP from its long-term trend is larger and more sustained than any previous deviation since the end of World War II. The gap between actual GDP and its pre-2007 trend has not closed since the bottom of the recession. The apparent closing of the output gap is the result of downward adjustments in estimates of potential output. The bulk of this gap was not predicted by forecasters before the recession—a fact that many economists see as prima facie evidence that it is the result of the recession and not of autonomous structural factors.

We have shown that the fall in labor force participation, while it was largely predicted, cannot be solely explained by demographic factors. Less than half the fall in participation is attributable to the aging population; the majority represents lower participation within age groups. And, the aging of the population is offset by rising education levels, which historically have been associated with a higher level of labor force participation. If we take education as well as age into account, demographics explain none of the fall in participation rates.

Lower labor force participation and the associated slowdown in employment growth explain about half the output gap; the other half is explained by slower growth in output per worker, or productivity. While textbook theory suggests that productivity growth is a supply-side phenomenon, dependent on autonomous technological change and not on demand, we suggest that there are a number of reasons to expect strong demand to be associated with more rapid productivity gains, and weak demand to be associated with slower gains. There are a number of reasons to believe that weak demand has played a role in the exceptionally slow productivity growth of the past decade. First, the productivity slowdown has been spread out over a wide range of industries, including retail trade, services, transportation, durable and nondurable manufacturing, and other sectors. While the high-tech sectors that drove productivity gains in the 1990s have seen the largest falls in productivity growth, they account for only a relatively small portion of the overall slowdown. The breadth of the
slowdown makes it hard to interpret in purely technological terms, or as simply the end of the exceptional productivity growth of the tech boom period. Second, the combination of slow productivity growth and slow employment growth is historically unusual; normally these two trends move in offsetting ways. A simultaneous decline in both is, historically, more typical of business-cycle recessions than of extended periods of slower growth.

Finally, the state of the economy as a whole is inconsistent with a story of tightening supply constraints. Macroeconomic theory—as well as history and common sense—strongly suggests an autonomous decline in the available labor force or that the pace of technological progress should be associated with higher inflation. The signature of a negative supply shock is lower output combined with higher prices. Normally, a central bank responds to a negative supply shock with contractionary policy—higher interest rates—in order to bring the level of spending in the economy down to the new, lower level of productive capacity. Yet the past decade has seen consistently low inflation even in the face of ultra-expansionary monetary policy—exactly the opposite of what we would expect from a fall in aggregate supply.

Given this picture, we think there is a strong case that slow growth is largely, if not entirely, a product of weak aggregate demand. This implies that policies to increase spending—whether lower interest rates to encourage private borrowing, or improved incentives for business investment, or direct public spending, or measures to boost exports—could call forth greater employment and output. And it implies that supply-side measures to lower business costs might, in the absence of simultaneous steps to raise spending, move the economy toward weaker demand and deflation. It’s also important, we argue, to take into account the relative risks of erring on each side. Higher inflation is, at worst, a problem we do not yet have and can easily deal with if and when it arises. Depressed output and employment, meanwhile, are serious and immediate problems. Deflation remains a real danger that, while remote, cannot clearly be dealt with by using existing tools. And one of the most important results of “overheating” is wages rising relative to productivity. But if real wage growth is never allowed to exceed real labor productivity growth, it is impossible for the wage share of national income to ever rise.

The idea that the economy has now reached supply constraints and is in danger of overheating should not become conventional wisdom without more critical scrutiny.

We acknowledge that much of the evidence we have presented here is suggestive, not dispositive. This paper is intended to be the start of a conversation, not the end of one. But it is vitally important that this conversation takes place. The idea that the economy has now
reached supply constraints and is in danger of overheating should not become conventional wisdom without more critical scrutiny.

This is true for several reasons. First, the Fed is a key policymaker that needs to be part of democratic debate. Second, if there is still a demand shortfall, policymakers need to be developing measures to boost spending. Opportunities may be fleeting, and if we believe the economy is already at potential, we may be lured into a false complacency about the continued need for bold proposals to encourage business investment, or to devote more public resources to health care, education and other pressing needs. Third, and most broadly, there is a danger in telling a dissatisfied public that this is the best we can do.

Historically, the Fed has been treated as an apolitical, technocratic, independent body whose decisions are not subject to political scrutiny. This was defensible in a period when its mission of maintaining full employment, stable prices and output near potential seemed to be consistently achieved, using a limited set of tools, and when fiscal policy offered a viable alternative in cases in which the Fed fell short. But “the Great Moderation” is clearly over, if not illusory. Even if one rejects the claim that there is a substantial output gap today, it is clear that output and employment have fallen dramatically short of potential over the past decade. The introduction of new tools of monetary policy, even if justified on pragmatic grounds, requires a higher level of democratic oversight; and, perhaps most critically, the evident incapacity of the other branches to carry out demand management necessarily shifts the focus of macroeconomic debate to the Fed. It might once have been acceptable to regard the level of potential output as a technical question on which citizens need not have a view; but if it ever was, that time has passed.

This is especially true given the priority the Fed evidently places on holding down inflation, as opposed to its other mandates. Rather than the “opportunistic disinflation” central banks have pursued for the past generation, there is a case for a policy of “cautious expansionism,” in which growth is pushed forward until clear signs of overheating are visible. More broadly, existing notions of central bank independence are not consistent with democratic norms, especially as the central banks’ role has expanded (Stiglitz 1998).

More broadly, the question of potential output conditions a great many other policy proposals. Any proposal to spend public money, or encourage the spending of private money, has an added benefit when output is below potential; and proposals that reduce public spending or discourage private spending will be more attractive when the economy is at or above potential. Extending health coverage to more Americans, investing in infrastructure and green energy, or improving access to higher education are ideas whose merits are independent of the state of the macro economy, but their associated price tags have a very different valence when spending more money is necessary to boost employment and output.
In the world of practical politics, windows for enacting such policies are likely to be narrow. If we believe that the economy requires someone to spend more money, we should have spending-boosting proposals at the ready. If we believe the economy is already at potential, we may be lured into a false sense of complacency about the continued need for bold proposals to encourage business investment, or to devote more public resources to health care, education and other pressing needs.
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